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Abstract—A method for large-signal behavior verification of power electronics DC-DC converters subject to uncertain variations in operating conditions is proposed. This method relies on the computation of the reach set, i.e., the set of all possible trajectories that arise from different initial conditions, unknown-but-bounded inputs, and inherent switching. Large-signal behavior verification is accomplished by checking that the reach set remains within the region of state-space defined by performance requirements, e.g., output voltage tolerance specifications, component voltage and current limits. Algorithms to solve the reachability problem for power electronics converters operating under both open- and closed-loop control are provided along with simulations illustrating the proposed method.

I. INTRODUCTION

Several types of analyses are used to verify DC-DC converter behavior against design performance requirements. The purpose of these analyses is to ensure the entire system behaves as expected under all possible operating conditions. Analysis techniques include (see, e.g., [1], [2], [3], [4] and the references therein): i) open-loop, large-signal simulation, ii) small-signal average modeling for controller design, iii) closed-loop, large-signal system behavior verification, and iv) switching detail modeling. In open-loop, large-signal simulation, an ideal converter model is used to simulate the voltage and current waveforms. In small-signal average modeling, a small-signal average model is used to design a controller that ensures stability of system dynamic response to small perturbations on the source- or load-side. In large-signal system behavior verification, lengthy time-domain simulations are conducted to analyze the system response to large disturbances. In switching detail modeling, simulations are conducted to obtain over-voltages, power losses, and other component stresses due to nonlinearity in switching devices, stray inductances, or capacitances.

This paper focuses on the problem of large-signal behavior verification, and proposes an alternative to time-domain simulation-based methods. In this work, power electronics converters are described by a switched-linear state-space representation, where the system inputs, e.g., load current and source voltage, may vary over some bounded range. The proposed method relies on the computation of the set of possible trajectories that arise from different initial conditions, inputs, and inherent switching, which is known in literature as reach set computation [5]. It can be used to determine if performance requirements in the form of maximum deviations of certain system states are met under all possible operating conditions. This can be accomplished by checking whether the reach set is contained in a region of the state-space defined by performance requirements. This research has relevance in applications where tight static and transient performance requirements are required, e.g., voltage module regulators for microprocessor power supplies [6], [7], [8].

Literature is reviewed on existing methods for large-signal behavior verification of power electronics systems. Time-domain simulation-based Monte Carlo analysis has been used extensively for both verification and design of converters [8], [9], [10], [11], [12], [13]. For example, in [8], Monte Carlo analysis is used to verify the design of a specific voltage regulator module for the Intel Core i7 Processor in the presence of uncertainties in component values and operational conditions. In [9], the authors propose a verification technique for power supply systems that breaks the complex system into several models of varying complexity before applying Monte Carlo analysis to verify the system at each level. Monte Carlo analysis can also be used to search the entire parameter design space, e.g., component values, and controller gains, in order to select an optimal design in terms of minimizing cost and maximizing performance. For example, Monte Carlo has been applied to converter feedback loop compensation circuit designs in order to achieve optimal performance [11], [12], and to the selection of converter parameter values in order to mitigate electromagnetic interference [13]. A drawback of Monte Carlo analysis is the large number of time-domain simulations required to span the entire design parameter space and operational conditions. As the size and complexity of the system increase, Monte Carlo analysis becomes less tractable.

Other methods for quantifying large-signal behavior of power electronics do not rely on time-domain simulations [7], [14], [15]. For example, the work in [7] develops analytical models to bound the envelope of trajectories around an average converter trajectory. The motivation behind our work is similar, but the approach, which relies on the Krylov-Bogoliubov-Mitropolsky averaging method, is quite different to ours. In our approach, which relies on reachability analysis techniques, a large-signal switching model is used; the algorithms provided produce extremely accurate bounds on the set containing all possible values attained by state trajectories that arise from
switching and input variations.

The use of reachability analysis techniques in power electronics has been proposed previously for analyzing reliability of fault-tolerant power electronics systems [16], where the problem was formulated in terms of the converter linearized average model, without including the converter switching behavior. The use of large-signal switching models was proposed in [17], where input variations are contained in an ellipsoidal set. This paper substantially extends [17] by: i) providing a precise formulation of the reachability problem in DC-DC converters; ii) tailoring ellipsoidal-based reachability tools to cases when the input space is defined by a symmetric polytope; iii) providing a more detailed analysis of open- and closed-loop controlled buck and boost converters; iv) providing a detailed comparison of the computational performance of the proposed method with simulation-based Monte Carlo methods; and iv) providing a method to address parametric uncertainty.

The remainder of this paper is organized as follows. Section II introduces the power electronics converter model considered and provides the necessary background on reachability analysis of dynamical systems. Section III provides the algorithms for verification of open- and closed-loop controlled converters. Section IV illustrates the proposed algorithms with several examples, and compares their performance with Monte Carlo analyses. Section V discusses extensions to this work, and concluding remarks are presented in Section VI.

II. PRELIMINARIES

The basic model of a power electronics converter adopted throughout the paper is introduced, and reachability analysis concepts for switched-linear systems are presented. While different methods exist to solve the reachability problem (see, e.g., [18], [19], [20], [21] and the references therein), this work focuses on the application of ellipsoidal-based reachability analysis techniques. Ellipsoidal techniques for reachability analysis of linear systems are discussed in [22], [23], [24], [25]. Their application to hybrid systems is discussed in [26].

A. The Basic Model

A switched system is defined as a continuous-time system with discrete (isolated) switching events, and its dynamics can be described by a state-space model [27]. In general, power electronics converters can be thought of as switched systems, and a large class of converters can be described by a linear-switched state-space model of the form

$$\frac{dx}{dt} = A_x x + B_x w + E_x u,$$

where $x(t) \in \mathbb{R}^n$ are the state variables, $w(t) \in \mathbb{R}^m$ and $u(t) \in \mathbb{R}^l$ are the system inputs; the function $\sigma : [0, \infty) \rightarrow \mathbb{Q}$, called the switching signal$^1$, indicates the active subsystem at every time; $\mathbb{Q}$ is called the “index set”, and $A_q, B_q, E_q$, with $q \in \mathbb{Q}$, define the subsystems in (1). The input $u$ is assumed to be an unknown and uncontrolled disturbance, whereas the input $w$ is assumed to be known. In order to avoid excessive notation, we denote the valuations of the function $w(t)$ (resp. $x(t)$) simply be $w$ (resp. $x$) and the implied meaning should be clear from the context.

For the uncontrolled disturbance input $w(t)$, we consider an unknown-but-bounded uncertainty model

$$w(t) \in \mathcal{W} \subseteq \mathbb{R}^m \text{ for each } t \in [0, \infty),$$

where $\mathcal{W}$ is a compact set contained in $\mathbb{R}^m$. For example, $\mathcal{W}$ could be a symmetric polytope, with each entry of $w$ assumed to lie within some interval.

We want to compute the set that contains all possible values of state trajectories $x(t)$, at each $t$ that arise from some initial condition $x_0$, every bounded measurable function $w$ in (2), and all possible switching signals. This set, denoted by $\mathcal{R}$, is known in the control literature as the reach set or attainability domain. The computation of $\mathcal{R}$ determines whether the system violates performance requirements that impose bounds on the maximum excursions of certain state variables.

The exact computation of $\mathcal{R}$ is a difficult problem in general; however, some analytical techniques allow for the calculation of $\mathcal{R}$ when the set $\mathcal{W}$ is an ellipsoid. When the shape of $\mathcal{W}$ is arbitrary, it can be bounded by an ellipsoid $\Omega_w \subseteq \mathbb{R}^m$, such that $\mathcal{W} \subseteq \Omega_w$:

$$w(t) \in \Omega_w = \{ w \in \mathbb{R}^m : (w - w_c)^T Q^{-1} (w - w_c) \leq 1 \},$$

where $w_c \in \mathbb{R}^m$ is the center of the ellipsoid, and $Q \in \mathbb{R}^{m \times m}$ is a positive definite matrix that describes the ellipsoid’s shape. If $\Omega_w$ is used instead of $\mathcal{W}$, an outer-bound approximation$^2$ of the exact reach set of (1) is obtained, and the question that remains is how close this outer-bound approximation is to the exact $\mathcal{R}$. One way to assess this is by computing an inner-bound approximation of the reach set and compare it with the outer-bound approximation. As it turns out, $\mathcal{W}$ is usually a symmetric polytope, which can be approximated to a high degree of precision by the union of a family of ellipsoids. When several ellipsoids are used to inner bound $\mathcal{W}$, an inner-bound approximation to the reach set $\mathcal{R}$ will result from each ellipsoid inner bounding $\mathcal{W}$. The union of these inner-bounding approximations of $\mathcal{R}$ will yield an inner-bound approximation of the reach set $\mathcal{R}$ that can be used to assess the accuracy of the outer-bound approximation. To simplify subsequent developments, $\mathcal{W}$ is assumed to be an ellipsoid (we will denote this ellipsoidal-shaped input set by $\Omega_w$ instead of $\mathcal{W}$). The remainder of this section discusses ellipsoidal-based reachability analysis techniques for switched-linear systems. In Section IV, using the ideas above, we illustrate how ellipsoidal-based reachability analysis techniques can be extended to more realistic cases when $\mathcal{W}$ is a symmetric polytope.

$^1$A switching signal, as defined in [27], is a piecewise constant and everywhere right-continuous function that has a finite number of discontinuities $t_i$, which we call switching times, on every bounded time interval and thus $\sigma(t) = q \in \mathbb{Q}, \forall t \in [t_i, t_{i+1})$.

$^2$A set $\mathcal{A}$ is said to be an outer-bound (inner-bound) approximation of $\mathcal{B}$ if $\mathcal{B} \subseteq \mathcal{A}$ ($\mathcal{A} \subseteq \mathcal{B}$).
B. Reachability of Switched-Linear Systems

Consider a switched-linear system with initial conditions and unknown inputs bounded by ellipsoids:

\[
\frac{dx}{dt} = A_\sigma x + B_\sigma w + E_\sigma u,
\]

\[
x(0) \in \Omega_x(0) = \left\{ x \in \mathbb{R}^n : (x-x_0)'P^{-1}(x-x_0) \leq 1 \right\},
\]

\[
w(t) \in \Omega_w = \left\{ w \in \mathbb{R}^m : (w-w_c)'Q^{-1}(w-w_c) \leq 1 \right\},
\]

where \( x(t) \in \mathbb{R}^n \), \( w(t) \in \mathbb{R}^m \) is unknown-but-bounded, \( u(t) \in \mathbb{R}^l \) is known, \( \sigma : [0, \infty) \to Q \), and \( A_q, B_q, \) with \( q \in Q = \{0, 1, 2, \ldots\} \) define the subsystems in (4). The events triggering the switching actions play a key role in the reach set calculation. If the switching actions depend solely on elapsed time and not the system state trajectories, then the reachability problem can be solved in a piece-wise manner using techniques for linear systems [24], [25]. In the context of power electronics, this time-based switching is typical of open-loop systems. However, switching might be both time- and state-dependent, as is typical in closed-loop control schemes. In the following, we outline the solution for the case of time-based switching; the solution to the state-based switching case is discussed in Section III.

Let \( \Omega_x(t) \) denote the exact reach set of the system in (4) that contains all possible values of \( x(t) \), and let \( \eta \in \mathbb{R}^n \) be a unit vector, i.e., \( \eta'\eta = 1 \). Then, if every subsystem in (4) is controllable, \( \Omega_x(t) \) can be obtained by taking the intersection of a family of outer bounding ellipsoids \( \chi_\eta, \forall \eta \), as follows

\[
\Omega_x(t) = \bigcap_\eta \chi_\eta(t), \quad \forall \eta \in \mathbb{R}^n\text{, such that } \eta'\eta = 1,
\]

where \( t_i \) is the last switching instant when \( A_{\sigma(t_i)} \) was activated. For each subsystem in (4), the result in (5) can be derived from Pontryagin’s maximum principle [25]. For each \( \eta \), the positive-definite matrix \( \Psi_\eta \) in (5) describes the shape of the ellipsoid \( \chi_\eta \) with center \( x_c \), which is obtained according to the last line in (5) by setting the initial conditions to \( x_0 \) (the center of the ellipsoid \( \Omega_x(0) \) that describes the set of possible initial conditions) and setting the input disturbance to \( w_c \) (the center of the ellipsoid \( \Omega_w \) that describes the set of all possible input disturbances).

**Example 1:** Consider the RLC circuit of Fig. (1), where

\[
\frac{d}{dt} \begin{bmatrix} v_c \\ i_L \\ i_s \end{bmatrix} = \begin{bmatrix} 0 & \frac{1}{C} & \frac{1}{L} \\ -\frac{1}{L} & 0 & -\frac{1}{C} \\ -\frac{1}{C} & 0 & \frac{1}{L} \end{bmatrix} \begin{bmatrix} v_c \\ i_L \\ i_s \end{bmatrix} + \begin{bmatrix} -\frac{1}{C} \\ 0 \\ 0 \end{bmatrix} i_{\text{load}} + \begin{bmatrix} 0 \\ 0 \\ V_s \end{bmatrix},
\]

with \( R = 0.3 \) \( \Omega \), \( L = 50 \) \( \mu \)\( \text{H} \), and \( C = 100 \) \( \mu \)\( \text{F} \). The voltage source \( V_s \) is assumed to take a constant value of 5 \( \text{V} \), whereas the load current is assumed to vary \( \pm 0.1 \) \( \text{A} \) around a nominal value of 2 \( \text{A} \), i.e., \( i_{\text{load}} \in [1.9 \text{ A}, 2.1 \text{ A}] \). This is a particular case of (4), where the number of subsystems is only one, i.e., \( Q = \{0\} \), with corresponding matrices \( A_0, B_0, \) and \( E_0 \) described in (6). Following the notation in (4), \( x = [v_C, i_L]' \), \( w = i_{\text{load}} \), and \( u = V_s \). The unknown-but-bounded load current model can be rewritten as \( |i_{\text{load}}| \leq 0.1 \), which is equivalent to \( i_{\text{load}}^2 \leq 0.01 \). Therefore, following the notation in (4), this results in \( Q = 0.1 \), and \( w_c = 2 \) \( \text{A} \). In this case, it is assumed that the initial conditions are perfectly known and equal to zero; therefore \( P \in \mathbb{R}^{2 \times 2} \) is a zero matrix, and \( x_0 = [0, 0]' \). Then, by solving (5) for \( \eta = [0, 0]' = \eta_1 \) and \( \eta = [1, 0]' = \eta_2 \), we can obtain two different ellipsoids \( \chi_{\eta_1}(t) \) and \( \chi_{\eta_2}(t) \) at each time \( t \) that bound the reach set of (6). Figure 2(a) shows the evolution in the state space of these two bounding ellipsoids from initial conditions to steady state. The state variable values arising from all possible realizations of \( i_{\text{load}} \) are contained within the intersection of these bounding ellipsoids as they evolve in time. Figure 2(b) shows the steady-state ellipsoids, the intersection of which contains the exact steady-state reach set in addition to a worst-case load variation trajectory (the corresponding time-domain response is shown in Fig. 2(c)). The steady-state reach set is invariant in the sense that every trajectory that starts within this set will remain inside it, due to the input-to-state stability property [28].
III. ALGORITHMS FOR POWER ELECTRONICS REACHABILITY ANALYSIS

As previously stated, the solution to the reachability problem of the switched-linear system of (4) associated to a particular power electronics converter depends on the control strategy. In this section, we provide algorithms for solving the reachability problem in power electronics converters with open- and closed-loop control.

A. Open-loop Control

Open-loop control is carried out by operating the switching devices at fixed intervals of time in order to achieve some desired output voltage(s) and/or current(s). For example, the switching function for a power electronics converter with \( m \) configurations (i.e., \( q \in \{0,1,\cdots,m-1\} \)) could be given by

\[
\sigma(t) = \begin{cases} 
0, & kT \leq t < (k+d_0)T \\
1, & (k+d_0)T \leq t < (k+d_0+d_1)T \\
\vdots \\
 m-1, & (k+\sum_{i=0}^{m-2}d_i)T \leq t < (k+1)T,
\end{cases}
\]

where \( k \) is a nonnegative integer, \( T \) is the switching period, and \( d_i \) is the fraction of the switching period spent in the \( i \)th configuration. For a converter with only two configurations, \( d_0 = d \) and \( d_1 = 1 - d \) where \( d \) is typically referred to as duty-ratio. Algorithm 1 provides an upper bound \( \Omega_{x,b}(t) \) on the reach set \( \Omega_x(t) \) of a converter with the open-loop control specified in (7). It is important to note that the \( \eta \)'s belong to a predefined finite set \( S \), whose elements are of unit length. When the algorithm ends, the intersection of the ellipsoids \( \mathcal{X}_\eta(t) \) that result from each \( \eta \) is an upper bound to the exact reach set \( \Omega_x(t) \), i.e., \( \Omega_x(t) \subseteq \Omega_{x,b}(t) = \bigcap_\eta \mathcal{X}_\eta(t) \).

Algorithm 1: Open-loop reach set computation.

\begin{verbatim}
start
  for \( i = 1 \) to \text{size}(S) \ do
    \( k = 0, \eta = S(i), \Psi_\eta(0) = P, \)
    repeat
      \( \sigma = 0 \)
      compute \( \mathcal{X}_\eta(t) \) for \( t \in [kT, kT+d_0T) \) from (5)
      for \( \sigma = 1 \) to \( m-1 \) \ do
        compute \( \mathcal{X}_\eta(t) \) for \( t \in [kT+\sum_{i=0}^{\sigma-1}d_iT, kT+\sum_{i=0}^{\sigma}d_iT) \) from (5)
      end for
      \( k = k + 1 \)
    end repeat
    \( \Omega_{x,b}(t) = \bigcap_\eta \mathcal{X}_\eta(t) \)
  end for
end
\end{verbatim}

Algorithm 1 assumes that the duty ratios remain constant for each switching period. However, duty ratios are permitted to vary from switching period to switching period. Thus, the algorithm can be easily extended to cases in which the values of \( d_i \) may vary over time, assuming these values change as a known function of the switching period. For example, a converter may have one set of \( d_i \) values for startup and another set of \( d_i \) values for steady-state operation.

B. Closed-loop Control

Closed-loop control is carried out by using state feedback to compute the switching function value. A general closed-loop control law for a power electronics converter is given by

\[
\sigma(x,t) = f(x,t),
\]

where \( f: \mathbb{R}^n \times \mathbb{R} \to \mathbb{Q} \), with \( \mathbb{Q} \) indexing the converter configurations. All closed-loop control laws of the form given in (8) may be described by some (possibly time-varying) switching surface \( G \) in the converter state space. The converter state variables’ position in the state space in relation to the switching surface determines the active subsystem in (1), and a switch action occurs when the state trajectory crosses the switching surface. For example, a PWM controller for a converter with two possible configurations may have the form

\[
\sigma(x,t) = H[K'(x_{ref}-x) - \Delta_{tri}(t,T_s)],
\]

where \( H[\cdot] \) is the Heaviside step function, \( x \) is a vector containing the converter state variables, \( x_{ref} \) is the desired system operating point, \( K \) is a gain vector, and \( \Delta_{tri}(t,T_s) \) is a periodic sawtooth wave with period \( T_s \).[2] For this case, the switching surface is linear and moves as time evolves due to the triangular wave component.

For simplicity, the formulation is limited to converters with two possible switching configurations and a closed-loop control that uses only static linear time-invariant switching surfaces. In this case, the switching function is solely a function of the converter state variables:

\[
\sigma(x) = H[K'(x_{ref}-x)] = \begin{cases} 
0, & K'(x_{ref}-x) \leq 0, \\
1, & K'(x_{ref}-x) > 0,
\end{cases}
\]

This type of closed-loop control is typically referred to as boundary control.[2] To avoid ambiguity in the value of \( \sigma \) at \( t = 0 \), we assume that \( \forall x_1, x_2 \in \Omega_{x,b}(0), \sigma(x_1) = \sigma(x_2) \).

Algorithm 2 provides a method to compute an approximation of the reach set of the closed-loop controlled converter specified in (10). As in Algorithm 1, the bounding ellipsoids \( \mathcal{X}_\eta \) are computed for each \( \eta \) contained in \( S \). At the end of the algorithm, the intersection of the bounding ellipsoids gives \( \Omega_{x,b}(t) \), an upper bound to the exact reach set \( \Omega_x(t) \).

Some controllers use multiple switching surfaces, and in other cases, devices within the circuit introduce additional switching surfaces (e.g., discontinuous conduction mode). Algorithm 2 can be extended to these cases as shown in Section IV.
Algorithm 2: Closed-loop reach set computation.

start

\( k = 0, t_k = 0 \)

compute \( \sigma \) from (10)

for \( i = 1 \) to size(\( S \)) do

\( \eta = S(i) \)

\( \Psi_\eta(t_k) = P \)

compute \( \mathcal{X}_\eta(t) \) from (5)

end for

repeat

\( \Omega_{x,b}(t) = \bigcap_{\eta} \mathcal{X}_\eta(t) \)

\( \Phi(t) = \bigcup_{j \in [0,t]} \Omega_{x,b}(j) \)

\( \mathcal{Y}(t) = \Phi(t) \cap G \)

if \( \Omega_{x,b}(t) \) completely passes through \( G \) then

compute \( \sigma \) from (10)

\( t_k = t \)

for \( i = 1 \) to size(\( S \)) do

\( \eta = S(i) \)

pick \( \Psi_\eta(t_k) \) such that \( \mathcal{X}_\eta(t_k) \supseteq \mathcal{Y}(t) \)

compute \( \mathcal{X}_\eta(t) \) from (5)

end for

\( \mathcal{Y}(t) = \emptyset \)

\( k = k + 1 \)

\( \Omega_{x,b}(t) = \bigcap_{\eta} \mathcal{X}_\eta(t) \)

end if

until \( \Omega_{x,b}(t_{k-2}) = \Omega_{x,b}(t_k), \Omega_{x,b}(t_{k-3}) = \Omega_{x,b}(t_{k-1}) \)

end

C. Choice of Unit Vectors \( \eta \) that Comprise the Set \( S \)

The accuracy of the reach set approximation depends on the choice of the \( \eta \) vectors in \( S \). Although in theory an infinite number of unit vectors are needed to obtain the exact reach set, in practice, it suffices to choose a few \( \eta \)'s in order to obtain an accurate approximation. A good rule-of-thumb is to choose the unit vectors that define each axis direction. Thus, if \( x \in \mathbb{R}^n \), \( S = \{ \eta_1, \eta_2, \ldots, \eta_n \} \), where the \( i \)th entry of \( \eta_i \), \( \forall i = 1, 2, \ldots, n \) is one, and the other entries are zero. In all the examples discussed later involving DC-DC converters, \( n = 2 \), and thus \( S = \{ [1, 0]^T, [0, 1]^T \} \}. An appealing feature is that, in Algorithms 1 and 2, the “for” loop involving the elements in \( S \) can be parallelized. Additionally, the objective of the analysis might be to just verify whether the reach set \( R \) is contained within a region of the state-space defined by performance requirements. If for a particular \( \eta_i \), the resulting outer-bound ellipsoidal approximation \( \mathcal{X}_{\eta_i} \) is contained within the state-space region defined by performance requirements, then it can be concluded that the exact reach set will be within the tolerance region without further analysis.

IV. APPLICATION EXAMPLES

This section illustrates some applications of the algorithms introduced in Section III to verify the large-signal behavior of buck and boost converters under different control strategies.

We assume that the voltage supply and/or the current load can vary within certain bounds. We evaluate if voltage regulation requirements are met for every possible trajectory that results from all possible voltage supply and/or load variations. Algorithm performance is compared to Monte Carlo analysis. The Ellipsoidal Toolbox [29] is used for reach set computations, and PLECS [30] is used for time-domain simulations.

A. Open-Loop Controlled Buck Converter

Consider the buck converter in Fig. 3, where \( R_L \) is the DC resistance of the inductor, and \( R_C \) is the capacitor equivalent series resistance (ESR). The load is modeled as a current source and open-loop control with fixed duty ratio \( d \) is assumed. The system states are the capacitor voltage \( v_C \), and inductor current \( i_L \), i.e., \( x = [v_C, i_L]^T \). It is assumed that both voltage supply source \( V_s \) and load current \( i_{load} \) are unknown-but-bound, i.e., \( w = [V_s, i_{load}]^T \), taking on values in a set \( W \) defined by

\[ W = \{ [V_s, i_{load}]^T : |V_s - V_c| \leq Q_v, |i_{load} - I_c| \leq Q_i \}, \]

where \( V_c, I_c \) represent the nominal values of \( V_s \) and \( i_{load} \), and \( Q_v, Q_i \) represent the corresponding magnitude of variations.

In continuous conduction mode, this converter can be described by a switched-linear model consisting of two different subsystems. Following the notation in (1), the matrices describing the system dynamics for each subsystem are

\[ A_0 = \begin{bmatrix} 0 & \frac{1}{L} \\ -\frac{1}{L} & -\frac{R_C}{L} \end{bmatrix}, \quad B_0 = \begin{bmatrix} 0 \\ -\frac{1}{L} \end{bmatrix}, \]

\[ A_1 = \begin{bmatrix} 0 & \frac{1}{L} \\ -\frac{1}{L} & -\frac{R_C}{L} \end{bmatrix}, \quad B_1 = \begin{bmatrix} 0 \\ -\frac{1}{L} \end{bmatrix}. \]

It is important to note that \( E_0 \) and \( E_1 \) do not appear in this example because all inputs are assumed to be unknown.

![Fig. 3. Buck converter schematic.](image-url)
1) Reachability analysis: It is conducted for converter parameters taking on the values in Table I. Controllability of each subsystem in (12) can be verified by checking that the controllability matrices \( \Omega_1, \Omega_2a, \Omega_2b, \) and \( \Omega_2c \).

<table>
<thead>
<tr>
<th>( \Omega_1 )</th>
<th>( \Omega_2a )</th>
<th>( \Omega_2b )</th>
<th>( \Omega_2c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>-0.063</td>
<td>0.99</td>
<td>0.063</td>
<td>0.99</td>
</tr>
<tr>
<td>0.99</td>
<td>0.063</td>
<td>0.063</td>
<td>0.063</td>
</tr>
<tr>
<td>0.063</td>
<td>0.99</td>
<td>0.063</td>
<td>0.063</td>
</tr>
</tbody>
</table>

2) Voltage regulation verification: It is assumed that design requirements impose load voltage \( v_{load} \) to be within an acceptable tolerance specified by

\[
|v_{load} - V_{ref}| \leq \lambda V_{ref},
\]

where \( V_{ref} \) is the desired load voltage and \( \lambda > 0 \) is a constant known as voltage regulation [3].

The load regulation requirement is given in terms of \( v_{load} \), not in terms of \( v_C \). Thus, once the reach set \( R \) is obtained (in the \( v_C \)-\( i_L \) space), it is necessary to map it onto the \( v_{load} \)-space through a series of set transformations described next.

The graphical interpretation of these transformations is shown in Fig. 7. First, note that

\[
v_{load} = v_C + R_C(i_L - i_{load}) = [1, R_{C}i_{load}]. (14)
\]

Define \( y = [1, R_Ci_{load}] \), and denote \( P_y \) as the projection of \( R \) onto the direction defined by the unit vector \( e = \frac{1}{\sqrt{1 + R_C^2}}[1, R_C]^T \). Then \( y \) will belong to an interval \( S_y \), which results from scaling \( P_y \) by the factor \( \sqrt{1 + R_C^2} \) [22]:

\[
y \in S_y = \{ y : y = \sqrt{1 + R_C^2} \hat{y}, \hat{y} \in P_y \}, \quad \text{or} \quad \{ y : y \in [y_{min}, y_{max}] \}. (15)
\]

Since \( i_{load} \) is unknown-but-bounded, as described in (11), then \( v_{load} \) belongs to an interval set described by

\[
v_{load} \in V = \{ v_{load} : v_{load} = y - R_Ci_{load} \}, (16)
\]

where \( y \in [y_{min}, y_{max}] \), and \( i_{load} \in [I_C - Q_1, I_C + Q_1] \). Finally, it follows from (14), (15), and (16) that

\[
y_{min} - R_C(I_C + Q_1) \leq v_{load} \leq y_{max} - R_C(I_C - Q_1). \quad (17)
\]

Therefore, the regulation requirement is met if and only if

\[
y_{min} - R_C(I_C + Q_1) \geq (1 - \lambda)V_{ref}, \quad y_{max} - R_C(I_C - Q_1) \leq (1 + \lambda)V_{ref}. \quad (18)
\]
The conditions given in (18) also apply to all other examples discussed later in this section.

The projection of the range of $\Omega_{x,b1}$ onto the subspace defined by $e = \frac{1}{\sqrt{1+R_C}}[1, R_C]' = [0.99, 0.05]'$, denoted by $\mathcal{P}_{y,b1}$, is displayed in Fig. 6(b). Following the notation in (15), $\mathcal{S}_{y,b1}$ is given as $[4.93, 5.48]$. From (17), it follows that $4.68 \leq v_{load} \leq 5.33$. From (18), we conclude that $v_{load}$ meets the ±7.5% voltage regulation requirement.

Choice of outer- or inner-bound input ellipsoids: It depends on the objective of the analysis. If a single minimum-volume, outer-bound, input ellipsoid results in an outer-bound reach set approximation that is contained within the region of the state space defined by performance requirements, then we can conclude that any input contained in the input space will result in system trajectories that meet performance requirements. Otherwise, no conclusion can be made. The use of several inner-bound input ellipsoids will yield an inner-bound approximation of the reach set. If this approximation is not contained within the requirements region, then we can conclude that there are inputs that result in trajectories not meeting performance requirements. Using multiple inner-bound input ellipsoids improves the accuracy of the reach set approximation, at the expense of computation time.

B. Closed-Loop Controlled Buck Converter

Consider the buck converter in Fig. 3 operating in closed-loop with a static linear switching boundary of the form

$$\sigma(x) = H [K' (x_{ref} - x)]'$$

with $K = [k_v, k_i]'$, where $k_v$ and $k_i$ are the controller voltage and current gains respectively, $x_{ref} = [V_{ref}, I_{ref}]'$, where $V_{ref}$ is the desired load voltage, and $I_{ref}$ is the desired current through the inductor. As in the open-loop case, it is assumed that the load current $i_{load}$ and input voltage $V_s$ are unknown-but-bounded, i.e., $w = [V_s, i_{load}]'$, and the values they take are defined, as in the open-loop case by (11), where $V_C, Q_v, L_c$, and $Q_i$, are constants taking on the values in Table III.

In this case, $SW_2$ is implemented by a diode, and it is assumed that the converter parameters are such that the converter is operating in discontinuous current mode (DCM). This introduces a third configuration ($SW_1$ and $SW_2$ both open), i.e., $Q = [0, 1, 2]$. Then, following the notation in (1), the matrices describing $q = 0$, and $q = 1$, are the same as in (12), and the matrices describing $q = 2$, corresponding to DCM, are

$$A_2 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 0 & -1 \\ 0 & 0 \end{bmatrix}.$$  

(20)

Design requirements impose the same voltage regulation defined as in (13) for the open-loop converter, with $\lambda$ and $V_{ref}$ taking on the values in Table III.

1) Reachability analysis: This was conducted for the converter model defined in (19)—(20), with parameters taking on the values in Table III. The subsystem corresponding to the discontinuous conduction mode is not controllable as the rank of the controllability matrix is 4 for this mode is 1. However, with a simple understanding of the converter trajectories in DCM, it is clear that the reach set may still be computed. A slight

![Graphical interpretation of transformations needed to verify voltage regulation requirements.](image)

**Fig. 7.** Graphical interpretation of transformations needed to verify voltage regulation requirements.

![Reach set evolution of closed-loop controlled buck converter.](image)

**Fig. 8.** Reach set evolution of closed-loop controlled buck converter.
modification to Algorithm 2 must be made to account for the DCM switching boundary. This region of operation may be handled by introducing an additional switching surface on the zero current axis. Once the converter is in DCM, the inductor current $i_L$ will remain zero while the capacitor voltage $v_C$ decreases as the capacitor discharges to supply the load. Thus, once the system state trajectory intersects the zero current axis, the trajectory will remain on the zero current axis and move toward the origin. This behavior will continue until the state trajectory crosses the switching surface $G$ and switch $SW_1$ turns on. In this regard, when computing the set of reachable states, it is sufficient to remove the set of points that fall below the zero current axis from $\Phi(t)$ (the set containing the union of the bounding ellipsoids) at the end of each computation performed for $\sigma = 0$. If the entire set $\Phi(t)$ is below the zero current axis, then $\Psi_0(\tau)$ is reset to a value such that $X_q(\tau) \supseteq Y(\tau)$, where $Y(\tau)$ is the intersection of $\Phi(\tau)$ and $G$.

Figure 8 shows the evolution of the reach set for the first four iterations of Algorithm 2, starting from the origin. In each figure, the switching surface $G$ is shown by the diagonal red line and the discontinuous conduction boundary is shown by the horizontal red line on the zero current axis. It is apparent in Fig. 8(b) that the converter may enter DCM for some operating conditions. Figure 8(c) shows how the set of points in $Y(\tau)$ that fall below the DCM boundary are removed at the end of each computation when $\sigma = 0$. In each figure, the bounding ellipsoids below the DCM boundary may be disregarded as this region of the state-space is unreachable.

Figure 9 displays the steady-state solution to the closed-loop reachability problem. Figure 9(a) shows the evolution of the bounding ellipsoids for each configuration when the system is in steady state. The blue ellipsoids are valid for $\sigma = 1$, i.e., to the left of $G$, and the green ellipsoids are valid when $\sigma = 0$, i.e., to the right of $G$. Figure 9(b) shows an outline of the region in which the bounding ellipsoids are valid. In the figure, the set of reachable states $\Omega_L(t)$ for this converter in steady-state operation is the region enclosed by the blue traces and the zero current axis.

2) Voltage regulation verification: It is apparent from Fig. 9(b) that the ±5% voltage regulation requirement is not met. Thus, the design needs to be further modified to meet this requirement. In some cases, it is possible for the system to violate the performance bounds for a short period of time without jeopardizing the functionality of the system. These types of performance bounds are known as soft bounds, e.g., bounds imposed by component thermal limits. However, there also exist other cases in which a violation of a certain performance bound can cause the system to fail.

C. Open-Loop Controlled Boost Converter

Consider the boost converter in Fig. 10. The inputs $V_s$ and $i_{load}$ are both considered to be unknown-but-bounded, i.e., $w = [V_s, i_{load}]^T$ and the values they take on are defined as in (11). Continuous conduction mode is assumed and therefore, the matrices describing the dynamics of each subsystem are

$$A_0 = \begin{bmatrix} 0 & -\frac{1}{L} \\ -\frac{1}{F} & \frac{1}{L} \end{bmatrix}, \quad B_0 = \begin{bmatrix} 0 \\ 1 \end{bmatrix},$$

$$A_1 = \begin{bmatrix} 0 & 0 \\ 0 & -\frac{1}{L} \end{bmatrix}, \quad B_1 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.$$

Algorithm 1 is used to obtain an outer-bound ellipsoidal approximation of the reach set of (21), with parameters taking on the values in Table IV. Controllability of each individual subsystem in (21) can be easily checked. As in the buck open-loop case, we bound the input set with a single outer-bound minimum volume ellipsoid $\Omega_w$ centered at $[V_{c}, I_{c}]^T$. The entries of the shape matrix $Q$ corresponding to $\Omega_w$ are $q_{11} = 0.02. q_{22} = 0.12. and q_{12} = q_{21} = 0$.

**TABLE IV**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_L$ [Ω]</td>
<td>0.2</td>
</tr>
<tr>
<td>$R_C$ [Ω]</td>
<td>5e-2</td>
</tr>
<tr>
<td>$L$ [H]</td>
<td>50e-6</td>
</tr>
<tr>
<td>$C$ [F]</td>
<td>200e-6</td>
</tr>
<tr>
<td>$f$ [kHz]</td>
<td>200</td>
</tr>
<tr>
<td>$V_s$ [V]</td>
<td>0.79</td>
</tr>
<tr>
<td>$Q_{1}$ [V]</td>
<td>12</td>
</tr>
<tr>
<td>$Q_{2}$ [V]</td>
<td>0.1</td>
</tr>
<tr>
<td>$I_{c}$ [A]</td>
<td>2</td>
</tr>
<tr>
<td>$Q_{3}$ [A]</td>
<td>0.25</td>
</tr>
<tr>
<td>$\lambda$ [%]</td>
<td>5</td>
</tr>
<tr>
<td>$V_{ref}$ [V]</td>
<td>48</td>
</tr>
</tbody>
</table>

Fig. 11. Outer-bound approximation for open-loop controlled boost converter.
1) Reachability analysis: Algorithm 1 is run for \( \eta_1 = [1, 0]' \) and \( \eta_2 = [0, 1]' \). Figure 11(a) shows the corresponding reach set ellipsoidal approximations \( \mathcal{X}_{\eta_1} \) and \( \mathcal{X}_{\eta_2} \), displayed for chosen time instants during one switching period of the converter’s steady-state operation. Additionally, Fig. 11(a) shows the evolution of the converter state variables resulting from an input change of \( w = [11.9 \text{ V}, 2.25 \text{ A}]' \) to \( w = [12.1 \text{ V}, 1.75 \text{ A}]' \) and vice versa. For a fixed time \( \tau \), Fig. 11(b) shows the intersection of two ellipsoids \( \mathcal{X}_{\eta_1}(\tau) \) and \( \mathcal{X}_{\eta_2}(\tau) \) of Fig. 11(a).

2) Voltage regulation verification: Voltage regulation requirements are verified following the same procedure for the buck converter outlined in (14)–(18). The projection of the range of \( \Omega_{x,b} \) onto the subspace spanned by \( e = [0.99, 0.05]' \) is displayed in Fig. 11(b) \((P_{y,b})\). Then, \( S_{y,b} \) is obtained according to (15) to be \([46.37, 50.20]\). It follows from (17) that \( 46.25 \leq v_{\text{load}} \leq 50.1 \). Finally, from (18), we conclude that \( v_{\text{load}} \) meets the \( \pm5\% \) voltage regulation requirement.

D. Closed-Loop Controlled Boost Converter

Consider the boost converter in Fig. 10, where \( V_s \) is fixed and known, and \( i_{\text{load}} \) is assumed to be unknown-but-bounded, i.e., \( u = V_s \) and \( w = i_{\text{load}} \), and the values \( i_{\text{load}} \) can take are defined as in (11). The matrices describing converter dynamics are

\[
A_0 = \begin{bmatrix} 0 & \frac{1}{L} \\ \frac{1}{L} & \frac{1}{R_s + R_o} \end{bmatrix}, \quad B_0 = \begin{bmatrix} 0 \\ \frac{-1}{L} \end{bmatrix}, \quad E_0 = \begin{bmatrix} 0 \\ \frac{1}{L} \end{bmatrix},
\]

\[
A_1 = \begin{bmatrix} 0 & 0 \\ 0 & -\frac{1}{L} \end{bmatrix}, \quad B_1 = \begin{bmatrix} -\frac{1}{L} \\ 0 \end{bmatrix}, \quad E_1 = \begin{bmatrix} 0 \\ \frac{1}{L} \end{bmatrix}. \tag{22}
\]

The converter controller implements a hysteresis control, with a switching function given by

\[
\sigma(x(t)) = \begin{cases} 0, & K'(x_{ref} - x(t)) \leq -\rho, \\ \sigma(x(t^-)), & -\rho < K'(x_{ref} - x(t)) \leq \rho, \\ 1, & K'(x_{ref} - x(t)) > \rho, \end{cases}
\tag{23}
\]

where \( K = [k_v, k_i]' \), and \( x_{ref} = [V_{ref}, I_{ref}]' \), \( \rho \) is a constant that describes the hysteresis band width, and \( t^- \) denotes a time instant prior to and infinitesimally close to \( t \). The hysteresis band may be represented in the state space as two separate switching boundaries \( G_1 \) and \( G_2 \) (solid red lines), where \( G_1 \) lies below and to the left of \( G_2 \) in the state-space. The converter then operates by activating one configuration when the state trajectory is to the left of \( G_1 \) and then switching to the other configuration when the state trajectory is to the right of \( G_2 \). When the state trajectory is between the two switching boundaries, the converter remains in its previous configuration.

1) Reachability and regulation verification: Algorithm 2 was modified to handle two switching boundaries and the analysis was performed with the converter parameters taking on values in Table V. Figure 12 shows the evolution of the reach set for both the startup (Fig. 12(a)) and steady-state (Fig. 12(b)). The converter is started with open-loop control by slowly increasing the duty ratio until the converter trajectory crosses \( G_1 \), the instant at which the converter switches from open-loop operation to hysteresis control. From Fig. 12(b), it is obvious that even after the startup phase has passed, the converter does not meet the \( \pm5\% \) voltage regulation requirement.

E. Comparison with Monte Carlo Analysis

The computational performance of ellipsoidal methods is compared with Monte Carlo analysis for the open- and closed-loop buck converter, and the open-loop boost. The analysis is conducted by setting the converter initial conditions to those corresponding to nominal operating conditions, and assuming that \( V_s \) and \( i_{\text{load}} \) can randomly jump at randomly chosen time instants. Simulations are conducted for 1000, and 10,000 jumps. The computation times for each experiment are listed in Table VI together with the time taken to conduct the corresponding reachability analysis. It can be seen that, in general, reachability analysis requires significantly less time than Monte Carlo analysis.

V. Extensions

In this section, we discuss two directions for extending this work. The first extension deals with the case when uncertainty in converter operation is caused by parameter variability...
instead of input variability. The second extension modifies Algorithm 2 to accommodate for some special control strategies.

### A. Unknown-but-Bounded Parametric Uncertainty

Uncertainty due to variations in parameter values affects the matrices $A_q$, $B_q$, and $E_q$ for each subsystem in (1). The techniques introduced in this paper can be extended to address this problem.

To fix ideas, we consider the buck converter in Fig. 3, where the value that $R_C$ takes is uncertain except for some upper and lower bound, i.e., $R_C \in [R_{C_{\text{min}}}, R_{C_{\text{max}}}]$. Then, the values that $R_C$ takes are described by $R_C - \frac{R_{C_{\text{max}}} + R_{C_{\text{min}}}}{2} \leq \frac{R_{C_{\text{max}} - R_{C_{\text{min}}}}}{2}$, which can be rewritten as

$$R_C \in \mathcal{R}_C = \{R_C : (R_C - R_C^*)^2 Q_{R_C}^{-1} \leq 1\},$$

where $R_C^* = \frac{R_{C_{\text{max}}} + R_{C_{\text{min}}}}{2}$, and $Q_{R_C} = \frac{R_{C_{\text{max}} - R_{C_{\text{min}}}}}{2}$. Let us assume for simplicity in subsequent developments that the voltage supply $V_S$ and the load current $i_{\text{load}}$ are both constant (including variations on both has already been discussed). Then, the matrices $A_q$ and $E_q$ ($E_q$ is the same as $B_q$ in (12), as all the inputs are known), are a function of $R_C$. To emphasize this dependence, we will make it explicit, i.e., $A_q(R_C)$ and $E_q(R_C)$. Then, the converter dynamics is described as

$$\frac{dx}{dt} = A_q(R_C)x + E_q(R_C)u,$$

$$x(0) = x_0,$$

$$R_C \in \mathcal{R}_C = \{R_C : (R_C - R_C^*)^2 Q_{R_C}^{-1} \leq 1\},$$

where $x = [v_c, i_L]'$, and $u = [v_S, i_{\text{load}}]'$. The ellipsoidal techniques described above cannot be directly applied to (25) to obtain the reach set $\mathcal{R}$ (or an approximation), as the uncertainty does not appear as an additive disturbance. However, by linearizing each subsystem in (25) around $R_C^*$, we can describe the perturbations in $x(t)$ that result from perturbing $R_C$ around $R_C^*$. Then, the converter reach set $\mathcal{R}$ can be approximated by the reach set $\Delta \mathcal{R}$ that results from the linearization.

Let $x(t) = x^* + \Delta x$, where $x^*$ is the trajectory that results from the nominal conditions, and $\Delta x$ denotes perturbations of the trajectory around $x^*$ due to variations in $R_C$ around $R_C^*$. Let $R_C(t) = R_C^* + \Delta R_C$, where $\Delta R_C \in \Delta \mathcal{R}_C$, and $\Delta \mathcal{R}_C$ is such that $R_C = R_C^* + \Delta \mathcal{R}_C$, where “$\oplus$” denotes the Minkowski sum. Then, small variations in the system trajectories, denoted by $\Delta x$, originating from small variation in $R_C$, denoted by $\Delta R_C$, can be approximated by

$$\frac{\Delta x}{dt} = A_q^* \Delta x + B_q^* \Delta R_C,$$

$$\Delta x(0) = 0,$$

$$\Delta R_C \in \Delta \mathcal{R}_C = \{\Delta R_C : \Delta R_C^2 Q_{R_C}^{-1} \leq 1\},$$

where it can be easily verified that $A_q^* := A(R_C^*)$, and $B_q^* := \frac{\partial A_q}{\partial R_C} |_{R_C^*} x^* + \frac{\partial E_q}{\partial R_C} |_{R_C^*} u$. It is clear that (26) is in the form of (4) except for the fact that $B_q^*$ is time-varying (this is due to the fact that $x^*$ is a function of time). However, the ellipsoidal techniques described above still apply to linear time-varying systems as discussed in [24]. Therefore, we can utilize them to obtain an approximation of the reach set of (26), which is denoted by $\Delta \mathcal{R}$. The reach set $\mathcal{R}$ of (25) can be approximated as $\mathcal{R} \approx x^* + \Delta \mathcal{R}$.

### B. Special Control Methods

There are many control techniques in the literature beyond the ones used in our examples. It is possible to tailor the techniques presented in this paper to particular control techniques, but the tailoring is problem-specific and limitations might arise depending on the problem.

We will illustrate an extension of Algorithm 2 for closed-loop control to a family of special control strategies referred to as ripple-based control (see, e.g., [31], [32], [33] and the references therein). In these strategies, the converter output voltage ripple is used in a PWM scheme. To fix ideas, we focus on a particular ripple-based control strategy known as $V^2$ control. We will show that the analysis of a $V^2$-controlled buck converter can be recast into a boundary-control analysis problem by augmenting the converter state-space representation to also include the controller states. Consider the buck converter of Fig. 3; then, following the $V^2$ scheme described in [31], the switching function can be described by

$$\sigma = H[v_m - v_r],$$

where $H[.]$ is the Heaviside step function. The signal $v_m$ is the output of a linear-time invariant (LTI) system, which can be described by a transfer function $H_c(s)$ as in [31], or alternatively by a state-space model of the form

$$\dot{z} = Fz + G(V_{\text{ref}} - v_{\text{load}}),$$

$$v_m = Mz,$$

where $z \in \mathbb{R}^p$, $F \in \mathbb{R}^{p \times p}$, $G \in \mathbb{R}^{p \times 1}$, and $M \in \mathbb{R}^{1 \times p}$; and $V_{\text{ref}}$ is the load voltage reference. The signal $v_r$ is given by

$$v_r = v_{\text{load}} + \Delta_{\text{tri}}(t, T_s),$$

where $\Delta_{\text{tri}}(t, T_s)$ is a periodic sawtooth wave with period $T_s$. Since $v_{\text{load}} = v_c + R_C(i_L - i_{\text{load}})$, it follows from (28) that

$$\sigma = H[Mz - v_c - R_C(i_L - i_{\text{load}}) - \Delta_{\text{tri}}(t, T_s)].$$

Define $\tilde{x} = [x', z]',$ where $x = [v_c, i_L]', \tilde{x}_{\text{ref}} = [0, i_{\text{load}}, 0, 0]',$ and $K = [D, -M]',$ where $D = [1, R_C]$. Then (30) can be rewritten as

$$\sigma = H[K'(\tilde{x}_{\text{ref}} - \tilde{x}) - \Delta_{\text{tri}}(t, T_s)],$$

which is of the same form as (9) for the case of a PWM controller. Thus, the original $V^2$-controlled buck converter problem has been recast into a boundary-based control problem (with a linear moving boundary), where the state-space consists of the original converter states $v_c$ and $i_L$, and the controller states $z$. The only non-zero entry of $\tilde{x}_{\text{ref}}$, which is
**VI. CONCLUDING REMARKS**

In this paper, a method for large-signal behavior verification of power electronics systems subject to bounded uncertain inputs was proposed. This method relies on the solution to the reachability problem associated with such systems, which is the computation of the reach set—the set of all possible system trajectories that arise from different initial conditions, uncontrolled inputs, and inherent switching. Verification was performed by checking that the reach set is contained within a region of the state-space defined by the system performance requirements. Algorithms to solve the reachability problem for power electronics systems operating under both open-loop and closed-loop control were provided.

One of the advantages of this technique is that it provides a computationally tractable solution to the large-signal behavior verification problem for power electronics systems. This method can substantially reduce the computational burden of existing time-domain simulation-based large-signal behavior verification methods, which rely on performing a large number of simulations in order to capture the behavior of the system for all possible operating conditions. Finally, although not pursued in this paper, the analytically tractable solutions provided by the proposed method also give further insight into the influence of design parameters and control techniques on the overall system performance.
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