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Abstract—This paper develops and experimentally demonstrates a new class of high-fidelity model-based fault detection and isolation filters for three-phase AC-DC power electronics systems. The structure of these filters is similar to that of a piecewise linear observer and in the absence of faults the filter residual converges to zero. On the other hand, whenever a fault occurs, by appropriately choosing the filter gain, the filter residual will exhibit certain geometric characteristics that allow the fault to be detected and, in certain cases, also isolated. Key advantages of these filters include fast detection of all possible component faults and the ability to capture slow degradation in individual components. In order to experimentally demonstrate their feasibility, the filters are implemented on an ultra-fast application-specific real-time processor. While the theoretical framework developed is general, the analysis, simulations, and experiments are focused on widely used power electronics systems implementing three-phase AC-DC converters that are used in, e.g., motor drive applications and distributed static compensators.
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I. INTRODUCTION

The reliability of power electronics systems is critically important in many applications; ranging from safety- and mission-critical systems in aerospace, automotive, ship and train propulsion; to information technology and communication systems, industrial automation, and converters for voltage and power flow control in electrical networks. In general, in any engineered system, ensuring a high-level of reliability is usually achieved by incorporating mechanisms for fault tolerance into the system design. Fault tolerance is the ability of a system to adapt and compensate, in a systematic way, to random component faults, while providing completely or partially its intended functionality [1]. There are three key elements to any fault-tolerant system design: i) component redundancy, ii) a fault detection and isolation system, and iii) a reconfiguration system that, once a fault has been detected and isolated, substitutes the faulty component by a redundant one, or reconfigures the control to compensate for the fault. In this paper, we propose a new approach to fault detection and isolation (FDI) in power electronics applications, with special emphasis on the class of systems that implement two-level three-phase converters, e.g., inverters for variable-speed drive applications, active filters, and Distributed Static Compensators (D-STATCOMs).

An FDI system (see, e.g., [2]) executes two tasks: i) detection, which makes a binary decision whether or not a fault has occurred, and ii) isolation, which determines the location of the faulty component. Methods for FDI in power electronics applications can be broadly classified into three different classes: i) model-based, uses knowledge of the system model (including the effect of faults) to design residual generators that can point to specific faults (see, e.g., [3], [4], [5], [6], [7]); ii) artificial intelligence-based, uses neural networks and fuzzy logic to develop expert systems that once trained can point to specific faults (see, e.g., [8], [9], [10]); and iii) signal processing-based, uses spectral analysis to identify unique fault signatures (see, e.g., [11], [12]). In this paper, we focus on the model-based class and propose a new FDI method for power electronics systems. Specifically, we extend and generalize the ideas for FDI in linear time-invariant (LTI) systems in [13], [14], to linear-switched systems, which describe, with high-fidelity, the large-signal behavior of a wide range of power electronics systems (see, e.g., [15], [16]).

In the LTI setting, the authors of [13], [14] propose a detection filter with the same structure of a classical Luenberger observer (see, e.g., [17]). In the absence of faults, the filter works in the same way as a Luenberger observer, i.e., the filter asymptotically estimates the actual system states, and therefore the filter residual, which is defined as the difference between the actual system output and the filter output, asymptotically converges to zero. Whenever a fault in a component occurs, the filter residual no longer converges to zero. In general, the fault causes a change in the transition and/or the system input matrices; therefore, the detection filter, designed for estimating the states of the nominal (pre-fault) system, can no longer estimate the states of the post-fault system. Then, the key is to appropriately choose the filter gain so the residual exhibits certain geometric characteristics that allows the fault to be both detected and isolated (i.e., the faulty component can be uniquely identified). As we discuss next, tailoring these ideas (which are well suited for FDI in LTI systems) to power electronics systems is not straightforward.

In power electronics systems, which are fundamentally non-linear and time-varying, it is common to use small-signal (linearized) average system models to design the controls (see, e.g., [18], [19]). The use of linearized average models together with the observer-based linear filters described above
appears to be a feasible solution to tackle the FDI problem in power electronics; however, linearized average models cannot properly capture the effect of a fault on the systems dynamics.\(^1\)

To overcome the limitations of linearized average models when designing FDI filters for power electronics systems, we propose the use of a large-signal model of the system; specifically a linear-switched state-space model to develop a piecewise linear FDI filter with a similar structure to that of a piecewise linear observer [20].

A piecewise linear FDI filter is comprised of a collection of linear state-space models (subsystems), each of which has the same structure of a Luenberger observer, including the corresponding gain matrix. The transitions between the subsystems are determined by the same rules that govern the switching in the actual system—a challenge is to provide a real-time computational platform that can execute the FDI filter at high-enough speed. Another challenge is to design the individual gain matrices so that i) the detection filter residual exhibits certain geometric characteristics for each particular fault, and ii) the observer is stable. With respect to ii), it is well-known that choosing the individual gains such that each subsystem is stable is not sufficient for ensuring stability (see, e.g., [21]). Thus, as part of the FDI filter design procedure outlined in the paper, we provide sufficient conditions that ensure the choice of gain matrices renders the filter stable.

In order to illustrate the design procedure and the performance of the resulting filters, we provide two simulation-based case studies that involve a three-phase two-level inverter and a D-STATCOM. In addition, we experimentally demonstrate the feasibility of the proposed filters for detecting and isolating faults in a system comprised of a three-phase two-level inverter connected in one end to a voltage source and to a three-phase balanced load in the other. In this regard, in order to realize an FDI filter for such a setting, we need to, essentially, run in real time, a copy of the linear-switched state-space model that describes the actual system, including the switching among the subsystems at frequencies that range, depending on the application, from hundreds to thousands of Hz. In order to achieve this, we rely on an application-specific processor architecture tailored for low-latency execution of linear-switched state-space models [22]. This computational platform enables the simulation of linear-switched state-space models for power electronics converters with a fixed 1 \(\mu s\) time step, including input-output latency, and guarantees the computation time for each time step to be shorter than the 1 \(\mu s\) simulation time step.

The remainder of this paper is organized as follows. Section II introduces the modeling framework adopted throughout the paper. Section III formulates and provides a solution to the FDI filter design problem. Section IV develops and demonstrates an FDI filter for a three-phase inverter connected to a RL load. In Section V, we design an FDI filter for a D-STATCOM. Concluding remarks are presented in Section VI.

\(^1\)This can be easily illustrated in a simple buck converter when there is a fault that causes a change in the capacitance value of the output filter capacitor [4]. While this fault causes an increase in the output voltage ripple that could degrade system performance, this ripple does not manifest in the average model; therefore a linear FDI filter that relies on the average model cannot detect the presence of this fault.

### II. Modeling Framework

In this section, we develop the linear-switched system modeling framework adopted throughout the paper and introduce relevant notation and terminology. In order to build the intuition behind the ideas put forward, we start off with the three-phase AC-DC power electronics system in Fig. 1. Then, we generalize the framework to a larger class of three-phase AC-DC power electronics systems.

#### A. Three-Phase Inverter with RL Load

Consider the three-phase AC-DC power electronics system in Fig. 1, comprised of i) a power stage, and ii) an output filter. The DC voltage source and the RL load, although interconnected to both ends of the system, are not considered part of it, i.e., they are what we refer to as external elements. The large-signal dynamics of this AC-DC power electronics system can be accurately represented by switched system\(^2\) modeling formalisms. In particular, a switched system can be described by a collection of state-space models—referred to as subsystems or modes—together with a switching signal,\(^3\) the role of which is to specify, at each time instant, the active mode [21]. In the system of Fig. 1, each mode can be obtained by applying Kirchhoff’s laws to each of the circuits that results from the possible open/closed switch combinations. The switching signal is defined by the specifics of the control system that determines the switch open/close positions.

#### TABLE I

**Possible open/close switch positions:** \(s_i = 1 (\bar{s}_i = 1 - s_i = 0)\) if \(SW_i\) is closed and \(s_i = 0 (\bar{s}_i = 1 - s_i = 1)\) if \(SW_i\) is open

<table>
<thead>
<tr>
<th>(p)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s_1/\bar{s}_1)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(s_3/\bar{s}_3)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(s_5/\bar{s}_5)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^2\)A dynamical system that can be described by the interaction of some continuous and discrete dynamic behavior is referred to as a hybrid system. A switched system is a continuous-time system with (isolated) discrete switching events. A switched system can be obtained from a hybrid system by neglecting the details of the discrete behavior [21].

\(^3\)A switching signal is a piecewise constant function with a finite number of discontinuities—the switching times—on every bounded time interval, taking a constant value on every interval between two consecutive switching times.
1) Nominal (Pre-Fault) System Model: For the system of Fig. 1, there are six switches, which means that there are 64 possible combinations; however, during normal operation, on each phase, there is exactly one switch closed at any given time, which results in only eight feasible modes. Let \( \mathcal{P} = \{1, 2, \ldots, 8\} \) be the set indexing the feasible modes, and let \( s_i, i = 1, 2, \ldots, 6 \), denote an indicator variable that, at time \( t \), takes value 0 whenever switch \( i \) (denoted by \( SW_i \)) is open, and value 1 whenever it is closed. Then, as defined in Table I, each \( p \in \mathcal{P} \) is uniquely defined by an open/closed switch combination \( \{s_1, s_2, \ldots, s_6\} \); therefore, the active mode at time \( t \) can be indicated by a function \( \sigma : [0, \infty) \to \mathcal{P} \) (the switching signal). Now, by defining \( x(t) = [i_a(t), i_b(t), i_c(t)]^T \) and \( v(t) = [V_{dc}, v_a(t), v_b(t), v_c(t)]^T \), the system dynamics can be described by a linear-switched state-space model of the form

\[
E_{\sigma(t)} \frac{dx(t)}{dt} = F_{\sigma(t)} x(t) + G_{\sigma(t)} v(t),
\]

with

\[
E_{\sigma(t)} = \begin{bmatrix}
L_a & -L_b & 0 \\
0 & L_b & -L_c \\
1 & 1 & 1
\end{bmatrix},
\]

\[
F_{\sigma(t)} = \begin{bmatrix}
-R_a & R_b & 0 \\
0 & -R_b & R_c \\
0 & 0 & 0
\end{bmatrix},
\]

\[
G_{\sigma(t)} = \begin{bmatrix}
-(s_1-s_2)-(s_3-s_4) & 1 & -1 & 0 \\
-(s_3-s_4) & 0 & 1 & -1
\end{bmatrix}.
\]

To complete the above description, we can add

\[
y(t) = Cx(t),
\]

\[
z(t) = Dx(t),
\]

where \( C \) is a full-rank \( 3 \times 3 \) matrix describing the states (or linear combinations thereof), the measurements of which are available; and \( D \) is a full-rank \( 4 \times 4 \) matrix relating the actual value of the system inputs and the available measurements. The observation equation in (2) describes the state measurements available for feedback control, while (3) describes the state measurements available for feedforward control; both sets of measurements are key in our FDI filters.

In (1), we multiply on both sides by \( E_{\sigma(t)}^{-1} \) to obtain:

\[
\frac{dx(t)}{dt} = A_{\sigma(t)} x(t) + B_{\sigma(t)} v(t),
\]

where \( A_{\sigma(t)} = E_{\sigma(t)}^{-1} F_{\sigma(t)} \) and \( B_{\sigma(t)} = E_{\sigma(t)}^{-1} G_{\sigma(t)} \). In order to ease the notation in subsequent developments, and without loss of generality, we assume that the three phases are symmetric and identical, i.e., \( L_a = L_b = L_c = L \), and \( R_a = R_b = R_c = R \). Then, the resulting matrices \( A_{\sigma(t)} \) and \( B_{\sigma(t)} \) are

\[
A_{\sigma(t)} = \begin{bmatrix}
\frac{R}{L} & 0 & 0 \\
0 & -\frac{R}{L} & 0 \\
0 & 0 & -\frac{R}{L}
\end{bmatrix},
\]

\[
B_{\sigma(t)} = \begin{bmatrix}
k_1(t) & \frac{2}{3L} & -\frac{1}{3L} & -\frac{1}{3L} & -\frac{1}{3L} & -\frac{1}{3L} & -\frac{1}{3L}
\\
k_2(t) & \frac{2}{3L} & \frac{1}{3L} & \frac{1}{3L} & \frac{1}{3L} & \frac{1}{3L} & \frac{1}{3L}
\\
k_3(t) & \frac{2}{3L} & \frac{1}{3L} & \frac{1}{3L} & \frac{1}{3L} & \frac{1}{3L} & \frac{1}{3L}
\end{bmatrix},
\]

where

\[
k_1(t) = \frac{2(s_1-s_2)+(s_3-s_4)+(s_5-s_6)}{6L},
\]

\[
k_2(t) = \frac{(s_1-s_2)-2(s_3-s_4)+(s_5-s_6)}{6L},
\]

\[
k_3(t) = \frac{(s_1-s_2)+(s_3-s_4)-2(s_5-s_6)}{6L}.
\]

2) Post-Fault System Model: Now, in the system of Fig. 1, assume the occurrence of a fault that causes the matrices \( A_{\sigma(t)} \) and \( B_{\sigma(t)} \) to change. For example (and without loss of generality), consider a fault in phase a that causes the resistance value \( R_a \) to change over time; this could be a gradual increase in resistance, i.e., a soft fault; or a sudden fault causing an open-circuit, i.e., a hard fault. Thus, to capture this class of faults, the value that the phase a resistance takes over time can be described by \( R_a(t) = R + \Delta R_a(t) \), where \( R \) is the pre-fault (nominal) phase a resistance, and \( \Delta R_a(t) \) describes the magnitude of the fault as time evolves. Then, after this fault, the system dynamics can be described by

\[
\frac{dx(t)}{dt} = \tilde{A}_{\sigma(t)} x(t) + \tilde{B}_{\sigma(t)} v(t),
\]

where

\[
\tilde{A}_{\sigma(t)} = \begin{bmatrix}
\frac{R}{L} - \frac{2\Delta R_a(t)}{2L} & 0 & 0 \\
\frac{\Delta R_a(t)}{2L} & \frac{R}{L} - \frac{\Delta R_a(t)}{2L} & 0 \\
0 & 0 & \frac{R}{L}
\end{bmatrix},
\]

It can be shown (see, e.g., [23]) that (7) can be written as the pre-fault dynamics in (1) plus an additional term that captures the effect of the fault on the pre-fault system dynamics:

\[
\frac{dx(t)}{dt} = A_{\sigma(t)} x + B_{\sigma(t)} v(t) + \phi(t)f,
\]

where \( f = [-2, 1, 1]^T \) is referred to as the fault signature, and \( \phi(t) = \frac{\Delta R_a(t)}{R_a(t)} \) is referred to as the fault magnitude function. In this case, although the fault magnitude is not a function of the switching signal, in general it is; this becomes apparent in the case studies presented in Sections IV and V.

A similar development follows for the case when there is a fault that affects the observation equations in (2)–(3), i.e., we can write the post-fault observation equation as the pre-fault observation equations plus an additional term that captures the effect of the fault. Thus

\[
y(t) = Cx(t) + \theta(t)g,
\]

\[
z(t) = Dv(t) + \rho(t)h,
\]

where \( \theta(t)g \) and \( \rho(t)h \) capture the effect of faults.

![AC-DC power electronics system building blocks](image-url)
B. Generalized Model for AC-DC Power Electronics Systems

In this section, we generalize the modeling ideas introduced thus far to any three-phase AC-DC power electronics system of the form in Fig. 2 that can obtained by a cascade interconnection of: i) an input filter comprised of storage elements, ii) a power stage comprised of switching devices, and iii) an output filter also comprised of storage elements. The external elements connected to the dc and ac ends are not considered part of the system and as such we are not concerned with detecting faults in these elements (we assume they have their own FDI mechanisms as appropriate). However, we assume that some of the interface variables that these external elements share with the AC-DC power electronics system can be measured (e.g., line-to-line voltages or phase currents on the ac end, and voltage across the terminals of the dc end). This essentially decouples the detection of faults within the AC-DC power electronics system from events affecting the external elements.

Let \( x(t) \in \mathbb{R}^n \) denote the state vector, \( v(t) \in \mathbb{R}^m \) the input vector, \( y(t) \in \mathbb{R}^n \) the state measurements, \( z(t) \in \mathbb{R}^m \) the input measurements, and \( \sigma(t) \) the switching signal. Consider \( s \) different possible component faults, the \( j^{th} \) of which is described by a real-valued function \( \phi_j(t) \) — the fault magnitude function —, and a vector \( f_j \) — the fault signature. Similarly, we also assume that the state-measurement [input-measurement] sensors are subject to \( r \) [\( q \)] faults, each of which is captured by an additive perturbation of the form \( \theta_j(t)g_j [\rho_j(t)h_j] \), where \( \theta_j(t) \) [\( \rho_j(t) \)] is the fault magnitude function and \( g_j \) [\( h_j \)] is the fault signature. Then, the dynamics of an AC-DC power electronics system of the form in Fig. 2 (including the behavior in the presence of faults) can be generally described by

\[
\begin{align*}
\frac{dx(t)}{dt} &= A_{\sigma(t)}x(t) + B_{\sigma(t)}v(t) + \sum_{j=1}^{s} \phi_j(t)f_j, \\
y(t) &= Cx(t) + \sum_{j=1}^{r} \theta_j(t)g_j, \\
z(t) &= Dv(t) + \sum_{j=1}^{q} \rho_j(t)h_j,
\end{align*}
\]

(11)

where we impose the matrix \( C \in \mathbb{R}^{n \times n} \) to be full rank, i.e., all the states (or linear combinations thereof) can be measured. This automatically ensures that the pairs \( \{ A_p, C \} \), \( p \in \mathcal{P} \), are observable, which is necessary in the development of our FDI filters. Similarly, we impose \( D \in \mathbb{R}^{m \times m} \) to be also full rank.

III. FAULT DETECTION AND ISOLATION FILTER DESIGN

In this section, we first formulate the problem of designing an FDI filter for a three-phase AC-DC power electronics system. Then, we propose an FDI filter that uses the switched linear state-space model of the system. We also provide an estimate of the time to detection and isolation that can be achieved with our FDI filter; and compare it with the time to detection and isolation that can be achieved with other methods proposed in the literature.

A. The FDI Filter Design Problem

Consider the linear-switched system in (11); the objective is to design a causal filter that takes \( z(t), y(t), \) and \( \sigma(t) \) as inputs and generates a residual \( \gamma(t) \) with the following properties:

P1 Whenever the system is fault-free, i.e., for all \( t > 0 \), \( \phi_j(t)f_j = 0 \), \( \forall i, \theta_j(t)g_j = 0 \), \( \forall j \), and \( \rho_j(t)h_j = 0 \), \( \forall l \), then the filter residual asymptotically converges to zero, i.e., \( \lim_{t \to \infty} \gamma(t) = 0 \).

P2 When a fault occurs at time \( t = t_f \) affecting \( \{ A_{\sigma(t)}, B_{\sigma(t)} \} \), i.e., for some \( j \), \( \phi_j(t)f_j \neq 0 \), \( \forall t \geq t_f \), then as \( t \to \infty \), the filter residual tends to align with the vector \( Cf_j \).

P3 When a fault occurs at time \( t = t_f \) affecting \( C \), i.e., for some \( j \), \( \theta_j(t)g_j \neq 0 \), \( \forall t > t_f \), then as \( t \to \infty \), the filter residual lies in a subspace spanned by \( \{ C(A_p + \mu I)g_j \} \), \( p \in \mathcal{P} \).

P4 When a fault occurs at time \( t = t_f \) affecting \( D \), i.e., for some \( j \), \( \rho_j(t)h_j \neq 0 \), \( \forall t > t_f \), then as \( t \to \infty \), the filter residual lies in a subspace spanned by \( \{ CB_pD^{-1}h_j \} \), \( p \in \mathcal{P} \).

Next, we introduced the notions of fault detection and fault isolation and explain how they relate to properties P1–P4; in the process, we explain the decisions and operations involved in the process of Fig. 3.

Fault detection: This is a binary decision on whether or not a fault has occurred. In this regard, it is clear from P1–P4 that by directly observing the filter residual, fault detection is straightforward, i.e., if for large enough \( t \), we have that \( \gamma(t) \) tends to 0, then the system is declared fault-free; on the other hand, we can conclude that a fault affecting a component within the system has occurred if, for all \( t \) greater than some time \( t_f \) (denoting the time at which the fault occurs), we have that \( \gamma(t) \neq 0 \); in Fig. 3, this binary decision is captured by the first decision block.
Fault isolation: Once a fault has been detected, fault isolation entails determining the location of the component where the fault originated. A key observation that can be inferred from P1-P4 is that, if each fault has a unique signature, it is possible to isolate a fault by direct observation of the filter residual direction; in Fig. 3, this is captured by the second decision block. On the other hand, if there are several faults with the same signature, by just inspecting the filter residual direction we cannot distinguish them apart; in this case, as shown in Fig. 3, the residual magnitude frequency spectrum provides additional information that can be used for isolation (this idea is illustrated in Section IV-B4).

B. Solution to the FDI Filter Design Problem

In order to solve the FDI filter design problem, we propose a causal filter of the form
\[
\begin{align*}
\frac{d\hat{x}(t)}{dt} &= A_{\sigma(t)}\hat{x} + B_{\sigma(t)}D^{-1}z(t) + L_{\sigma(t)}\gamma(t), \\
\gamma(t) &= y(t) - C\hat{x}(t),
\end{align*}
\]
(12)
where \(\sigma(t), A_{\sigma(t)}, B_{\sigma(t)}, p \in P\) and \(C\) as in (11); and
\[
L_{\sigma(t)} = [\mu I_n + A_{\sigma(t)}]C^{-1}, \quad \forall t,
\]
(13)
for some \(\mu > 0\) (\(I_n\) denotes the \(n \times n\) identity matrix). Next, we establish that with the choice of \(L_{\sigma(t)}\)'s in (13), the FDI filter in (12) is stable and satisfies properties P1–P4.

1) Residual dynamics in the absence of faults: In this case, for all \(t > 0\), in (11) we have that \(\phi_j(t)f_j = 0, \forall j\). Let \(e(t) := x(t) - \hat{x}(t)\), then by subtracting (12) from (11), we obtain that
\[
\begin{align*}
\frac{de(t)}{dt} &= [A - L_{\sigma(t)}C]e(t), \\
\text{but with the choice of } L_{\sigma(t)} \text{ in (13), we have that}
\end{align*}
\]
\[
\begin{align*}
\frac{de(t)}{dt} &= -\mu e(t), \\
\gamma(t) &= Ce(t),
\end{align*}
\]
(14)
for some \(\mu > 0\), from where we obtain that \(\lim_{t \to \infty} \gamma(t) = 0\), thus property P1 is satisfied.

2) Residual dynamics for faults affecting \(\{A_{\sigma(t)}, B_{\sigma(t)}\}\): In this case, we assume that for some \(t = t_f\), the \(j^{th}\) fault affecting \(A_{\sigma(t)}\) and/or \(B_{\sigma(t)}\) manifests, i.e., \(\phi_j(t)f_j \neq 0, \forall t \geq t_f\). By subtracting (12) from (11), we obtain that
\[
\begin{align*}
\frac{de(t)}{dt} &= -\mu e(t) + \phi_j(t)f_j, \\
\gamma(t) &= Ce(t),
\end{align*}
\]
thus,
\[
\gamma(t) = Ce^{-\mu t}e(0) + \alpha_j(t)Cf_j,
\]
(15)
with
\[
\alpha_j(t) = \int_{0}^{t} e^{-\mu(t-\tau)}\phi_j(\tau)d\tau.
\]
Now, since \(\alpha_j(t)\) is a scalar, and the first term on the right-hand side of (14) vanishes as \(t \to \infty\), it follows that, the filter residual \(\gamma(t)\) will align with \(Cf_j\) as \(t \to \infty\), thus property P2 is satisfied.

3) Residual dynamics for faults affecting \(C\): In this case, for some \(t = t_f\), the \(j^{th}\) fault affecting \(C\) manifests, i.e., \(\theta_j(t)g_j = 0, \forall t \geq t_f\). By subtracting (12) from (11), we obtain that
\[
\begin{align*}
\frac{de(t)}{dt} &= -\mu e(t) - \theta_j(t)(A_{\sigma(t)} + \mu I)g_j, \\
\gamma(t) &= Ce(t).
\end{align*}
\]
Let \(\{t_k\}, k = 1, 2, \ldots, n\), with \(t_1 \geq 0\) and \(t_n \leq t\), be the sequence of switching instants in \([0, t]\), then
\[
\gamma(t) = Ce^{-\mu t}e(0) + \sum_{i=0}^{n} \beta_j(t_i)C(A_{\sigma(t_i)} + \mu I)g_j,
\]
(16)
where
\[
\beta_j(t_i) = -\int_{t_i}^{t_{i+1}} e^{-\mu(t-\tau)}\theta_j(t)d\tau,
\]
(17)
with \(t_0 = 0\) and \(t_{n+1} = t\). Let \(\{t_{k_p}\}\) denote a subsequence of \(\{t_k\}\) that corresponds to the times when mode \(p \in P\) is activated. Then, we can rearrange the summation term in (16) to obtain
\[
\gamma(t) = Ce^{-\mu t}e(0) + \sum_{p \in P} \sum_{t_i \in \{t_{k_p}\}} \beta_j(t_i)C(A_p + \mu I)g_j,
\]
(18)
Now, since the \(\beta_j(t_i)\)'s are scalars and the first term on the right-hand side of (16) vanishes as \(t \to \infty\), it follows that, as \(t \to \infty\), the filter residual \(\gamma(t)\) will be a linear combination of \(\{C(A_p + \mu I)g_j\}, p \in P\), thus property P3 is satisfied.

4) Residual dynamics for faults affecting \(D\): For some \(t = t_f\), the \(j^{th}\) fault affecting \(D\) manifests, i.e., \(\rho_j(t)h_j, \forall t \geq t_f\). By subtracting (12) from (11), we obtain
\[
\begin{align*}
\frac{de(t)}{dt} &= -\mu e(t) - \rho_j(t)B_{\sigma(t)}D^{-1}h_j, \\
\gamma(t) &= Ce(t).
\end{align*}
\]
From a similar development to that in (16)–(18), we obtain
\[
\gamma(t) = Ce^{-\mu t}e(0) + \sum_{i=0}^{n} \kappa_j(t_i)CB_{\sigma(t_i)}D^{-1}h_j,
\]
(19)
with
\[
\kappa_j(t_i) = -\int_{t_i}^{t_{i+1}} e^{-\mu(t-\tau)}\rho_j(t)d\tau,
\]
and where \(\{t_k\}, k = 1, 2, \ldots, n\), with \(t_1 \geq 0\) and \(t_n \leq t\), is the sequence of switching instants in \([0, t]\). Then,
\[
\gamma(t) = Ce^{-\mu t}e(0) + \sum_{p \in P} \sum_{t_i \in \{t_{k_p}\}} \kappa_j(t_i)CB_pD^{-1}h_j,
\]
(20)
where \(\{t_{k_p}\}\) is the subsequence of \(\{t_k\}\) that corresponds to the time instants when mode \(p \in P\) is activated. Since the \(\kappa_j(t_i)\)'s are scalars, it follows that, as \(t \to \infty\), the first term on the right-hand side of (20) vanishes, and thus \(\gamma(t)\) will be a linear combination of the vectors in \(\{CB_pD^{-1}\}, p \in P\), which satisfies property P4.
C. Time to Detection and Isolation

In theory, the instant a fault occurs, the filter residual is no longer zero, and thus detecting the presence of a fault should be instantaneous. In practice, it takes about 1 µs as this is the integration step of the computational platform in [22], which is the one we use in the experimental setup described in Section IV-C. However, rather than just detecting the presence of a fault, we also want to isolate it, i.e., determine the location of the faulty component. As stated earlier, fault isolation can be accomplished through analysis of i) the filter residual direction, and ii) the residual magnitude frequency spectrum. For example, in (11), consider two different faults affecting \( \{A_r(t), B_r(t)\} \), and denote them by \( l \) and \( m \). Respectively, denote by \( f_l \) and \( f_m \) their fault signatures, and by \( \phi_l(t) \) and \( \phi_m(t) \) their fault magnitudes. Then, assuming that \( C \) is the identity matrix, as discussed earlier, as \( t \to \infty \), which happens exponentially fast at a rate \( \mu \), the residual aligns with \( f_l \) whenever fault \( l \) occurs, and with \( f_m \) whenever fault \( m \) occurs. Then, for \( \tau_f \in (3/\mu, 5/\mu) \) s, the residual is within \( 1 - 5\% \) of its steady-state value, and thus we can pick the time to isolation to be \( t_{FDI} = \tau_f \). On the other hand, if \( f_l = f_m \), the information contained in the frequency spectrum of \( \alpha_l(t) \) and \( \alpha_m(t) \), as defined in (15), can be used to distinguish the two faults apart. Thus \( t_{FDI} = \tau_f + \tau_s \), where \( \tau_s \) is the time it takes for the processor to perform the frequency analysis of \( \alpha_l(t) \) and \( \alpha_m(t) \) by using, e.g., a Fast Fourier Transform algorithm.

D. Comparison with other FDI methods

Next, we compare the time to detection and isolation that can be achieved with our FDI filters, and the time to detection and isolation that can be achieved with other FDI methods in the literature for which data is available (see Table II for details). The authors in [3] proposed a fault detection method to prevent shoot through faults in paralleled voltage source inverters; by focusing on this specific fault and converter topology, fault detection can be achieved in 3 µs, while fault isolation can be achieved in 200 µs. The authors in [5], [6], [7] proposed different model-based FDI methods with detection and isolation times ranging between 10 ms and 100 ms. Finally, the authors in [8] proposed a neural-network based FDI system; the time to detection and isolation that can be accomplished with this system is on the order of 10 ms.

As discussed in Section III-C, with our proposed FDI filter, fault detection is achieved after 1 µs, and, for faults with different signatures, isolation can be achieved within 3/\( \mu \) s to 5/\( \mu \) s (additional \( \tau_s \) s are required whenever two faults have the same signature). In subsequent case studies, we show experimentally and through simulation that, we can choose \( \mu = 500 \text{ s}^{-1} \) without compromising the dynamic performance of the filter. This results in an isolation time within 6 and 10 ms, which outperforms all the methods in Table II, except for [3]. Note, however, that the method in [3] is for a very specific type of fault and converter topology, while our FDI filters provide flexibility to cover a wide range of topologies and faults.

IV. DESIGN AND ANALYSIS OF AN FDI FILTER FOR A THREE-PHASE INVERTER WITH RL LOAD SYSTEM

In this section, we develop an FDI filter for the three-phase inverter with RL load system shown in Fig 1. We first provide analytical expressions for all component fault signatures and associated fault magnitude functions, and, for certain faults, we also provide analytical expressions for the filter residual dynamics. We demonstrate the performance of the FDI filter via computer simulations and hardware experiments.

A. Fault Detection and Isolation Filter

Consider again the three-phase inverter with RL load system of Fig. 1, and, as before, assume that the three phases are symmetric, i.e., \( L_a = L_b = L_c = L \), and \( R_a = R_b = R_c = R \). Then, the pre-fault system dynamics are described by the linear-switched state space model in (2)–(4). Assume that all the system states and inputs are directly measurable, i.e., \( C = I_3 \) in (2), and \( D = I_4 \) in (3). Then following the notation in (12) and (13), an FDI filter for this system is given by

\[
\frac{d\hat{x}(t)}{dt} = A_{\sigma(t)} \hat{x} + B_{\sigma(t)} z(t) + L_{\sigma(t)} \gamma(t),
\]

\[
\gamma(t) = y(t) - \hat{x}(t),
\]

with \( y(t) = x(t) = [i_a(t), i_b(t), i_c(t)]^T \), \( z(t) = v(t) = [V_{dc}, v_a(t), v_b(t), v_c(t)]^T \); \( A_{\sigma(t)} \) and \( B_{\sigma(t)} \) as given in (5); and

\[
L_{\sigma(t)} = \begin{bmatrix}
-\frac{R}{L} + \mu & 0 & 0 \\
0 & -\frac{R}{L} + \mu & 0 \\
0 & 0 & -\frac{R}{L} + \mu
\end{bmatrix},
\]

for some \( \mu > 0 \). In this case, it is important to note that \( A_{\sigma(t)} \) and \( L_{\sigma(t)} \) are constant, which simplifies the filter residual expressions.

B. Analytical and Simulation Results

Next, we analyze the filter residual dynamics for different types of faults, providing numerical simulation results for the parameter values in Table III. The simulations are performed in the MATLAB/Simulink environment using the Piece-wise Linear Electrical Circuit Simulation (PLECS) toolbox [24]. In all simulations, we implement an open-loop controller that generates sine-triangle PWM gate signals with a carrier frequency of 16 kHz.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Detection Time [s]</th>
<th>Isolation Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al., 2009 [3]</td>
<td>3 \times 10^{-6}</td>
<td>0.2 \times 10^{-3}</td>
</tr>
<tr>
<td>Peugeot et al., 1998 [5]</td>
<td>21.7 \times 10^{-3}</td>
<td>21.7 \times 10^{-3}</td>
</tr>
<tr>
<td>Yazdani et al., 2011 [6]</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Araujo et al., 2003 [7]</td>
<td>12.4 \times 10^{-3}</td>
<td>None</td>
</tr>
<tr>
<td>Masrur et al., 2009 [8]</td>
<td>19.5 \times 10^{-3}</td>
<td>19.5 \times 10^{-3}</td>
</tr>
<tr>
<td>Proposed FDI filter</td>
<td>10^{-6}</td>
<td>3/\mu to 5/\mu (\tau_s)</td>
</tr>
</tbody>
</table>
TABLE IV
INVERTER WITH RL LOAD: FAULT MAGNITUDE FUNCTION AND SIGNATURE FOR FAULTS CAUSING CHANGES IN THE OUTPUT FILTER PHASE RESISTANCE

<table>
<thead>
<tr>
<th>(i)</th>
<th>(\phi_i(t))</th>
<th>(\hat{f}_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\frac{\Delta R_c(t)}{3L}i_a(t))</td>
<td>([-2, 1, 1]^T)</td>
</tr>
<tr>
<td>2</td>
<td>(\frac{\Delta R_c(t)}{3L}i_b(t))</td>
<td>([1, -2, 1]^T)</td>
</tr>
<tr>
<td>3</td>
<td>(\frac{\Delta R_c(t)}{3L}i_c(t))</td>
<td>([1, 1, -2]^T)</td>
</tr>
</tbody>
</table>

1) Change in output filter phase resistance: The system dynamics for a fault causing a change in the resistance value of the output filter phase \(a\) was already derived in Section II-A2 by assuming that \(R_c(t) = R + \Delta R_c(t)\), where \(R\) is the pre-fault output filter resistance, and \(\Delta R_c(t)\) describes the fault magnitude as time evolves. A similar procedure can be followed to derive the system dynamics for this type of fault in phases \(b\) and \(c\). The resulting fault magnitude functions and fault signatures are summarized in Table IV.

Now, following the notation in (14), the filter residual dynamics for a fault affecting phase \(c\) resistance is given by

\[
\gamma(t) = e^{-\mu t}e(0) + \int_0^t e^{-\mu (t-\tau)} \frac{\Delta R_c(t)}{3L}i_a(\tau)\,d\tau \hat{f}_3,
\]

with \(f_3 = [1, 1, -2]^T\). Now, consider that at time \(t_f\) a fault occurs causing the phase \(c\) resistance to increase by \(\Delta R > 0\), i.e., \(\Delta R_c(t) = \Delta R\), for all \(t > t_f\). While the phase currents are not perfectly sinusoidal, the filtering effect provided by the output filter ensures that \(i_c(t) \approx I \sin(\omega t)\) for some \(I \gg 0\), then, as \(t \to \infty\), it follows from (22) that

\[
\gamma(t) \approx \tilde{\gamma}(t) := \frac{I \Delta R}{3L} \mu \sin(\omega t) - \omega \cos(\omega t) J = \frac{\omega^2 + \mu^2}{\omega^2 + \mu^2} f_3,
\]

as defined in (23). As we discuss later, the fact that the filter residual response is almost sinusoidal will play a key role in isolating this fault, i.e., distinguishing it apart from other faults with the same fault signature.

2) Output filter phase open-circuit fault: This fault can be modeled by increasing the value of the output filter phase resistance by several orders of magnitude. In this regard, on one hand, by examining \(\phi_3(t) = \frac{\Delta R_c(t)}{L} i_c(t)\), which corresponds to a fault in phase \(c\), we observe that this type of fault would result in a very large \(\Delta R_c(t)\), possibly resulting in a large \(\phi_3(t)\); on the other hand, \(i_c(t)\) should decrease significantly, counteracting the large increase in \(\Delta R_c(t)\), which would hopefully result in a reasonably small value for \(\phi_3(t)\). This is indeed the case as shown in Fig. 5 by setting \(\Delta R_c(t) = \Delta R = 1 \, \text{M} \Omega\), \(\forall t > 0.05\) s; where not only do we see that the amplitude of the filter residual \(\gamma(t)\) is similar to the one shown in Fig. 4, but also we see that, after the transient vanishes, the residual aligns with \(f_3 = [1, 1, -2]^T\).

In the simulation environment, a fault causing the phase \(c\) resistance to change according to \(\Delta R_c(t) = \Delta R = 4.5\) \(\Omega\) was injected at \(t = t_f = 0.05\) s. The filter residual response \(\gamma(t) = [\gamma_1(t), \gamma_2(t), \gamma_3(t)]^T\) is shown in Fig. 4, where we can see that for all \(t > 0.05\) s, \(\gamma(t) \neq 0\) and almost immediately after the fault occurs, the filter residual settles to a solution where \(\gamma_1(t) = \gamma_2(t)\) and \(\gamma_3(t) = -2\gamma_2(t)\), i.e., \(\gamma(t)\) aligns with \(f_3 = [1, 1, -2]^T\), as expected from the analytical results in Table IV.

In the same figure, we also plot \(\tilde{\gamma}(t) = [\tilde{\gamma}_1(t), \tilde{\gamma}_2(t), \tilde{\gamma}_3(t)]^T\)

\[
\text{Fig. 4. Inverter with RL load: simulation of filter response for a fault causing phase } c \text{ resistance to increase by 4.5 } \Omega.
\]

\[
\text{TABLE V}
\]

<table>
<thead>
<tr>
<th>(i)</th>
<th>(\phi_i(t))</th>
<th>(\hat{f}_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(\lambda_a \Delta L_a(t) V_{dc} - \frac{3}{3L} \Delta L_a(t) I_a(t))</td>
<td>([-2, 1, 1]^T)</td>
</tr>
<tr>
<td>5</td>
<td>(\lambda_b \Delta L_b(t) V_{dc} - \frac{3}{3L} \Delta L_b(t) I_b(t))</td>
<td>([1, -2, 1]^T)</td>
</tr>
<tr>
<td>6</td>
<td>(\lambda_c \Delta L_c(t) V_{dc} - \frac{3}{3L} \Delta L_c(t) I_c(t))</td>
<td>([1, 1, -2]^T)</td>
</tr>
</tbody>
</table>

3) Change in output filter phase inductance: As with the output filter phase \(c\) resistance fault, this fault can be modeled by describing the phase inductance as \(L_a(t) = L + \Delta L_a(t)\), where \(L\) is the pre-fault phase \(c\) inductance, and \(\Delta L_a(t)\)

\[
\text{Fig. 5. Inverter with RL load: simulation of filter response for a fault in phase } c.
\]
describes the fault magnitude as time evolves. Deriving the post-fault dynamics for this case is more involved than for the resistance case as we need to manipulate terms of the form $\frac{d}{dt}[(L + \Delta L_c(t))i_c(t)]$; we omit this derivation, but provide the details of a similar one in the D-STATCOM case study presented in Section V. For all three phases, Table V presents the resulting fault magnitude functions and fault signatures.

Figure 6 shows the filter residual response $\gamma(t)$ for a fault injected at $t = t_f = 0.05$ s that causes the phase $c$ inductance to change as $\Delta L_c(t) = \Delta L = -6$ mH. Almost immediately after the fault occurs, the filter residual aligns with $f_0 = [1, 1, -2]^T$ (see Table V); however this prevents fault isolation as $f_0$ is equal to $f_3$, which corresponds to the signature of a fault that causes the output filter phase $c$ resistance to change (see Table IV). Although we do not include the analysis results, the fault signatures of an open-circuit fault in SW$_5$ and SW$_6$ also coincide with fault signatures $f_3$ and $f_0$.

4) Fault isolation: From the analysis above, it is obvious that once the fault occurs, it can be detected as the filter residual is no longer zero. However, the fault signatures of all the components in each phase are the same, e.g., for phase $c$, the resistance, inductance and switches SW$_5$ and SW$_6$ (not analyzed above) have the same fault signature $[1, 1, -2]^T$, therefore by just analyzing the direction of the filter residual we can not distinguish these faults apart. A closer look at Figs. 4 and 6, corresponding to the filter residual response for faults causing, respectively, a change in phase $c$ resistance and inductance, reveals that the fault magnitude function of these faults (see Tables IV and V) yield significantly different responses. In particular, the filter residual response for the resistance fault is a 60-Hz sinusoid, whereas the residual response for the inductance fault also contains higher order harmonics. Thus, a spectral analysis of the residual magnitude provides additional information to distinguish these faults apart.

Figure 7 shows the spectral analysis of the individual filter residual magnitude functions for faults in phase $c$ causing i) the output filter resistance to decrease, ii) the output filter inductance to decrease, and iii) an open-circuit in SW$_5$. For the resistance fault, the spectrum is concentrated mostly around 60 Hz, with a small double peak around the switching frequency. The spectrum for the inductor shares some features with the spectrum of the resistor fault; however, the peak near the switching frequency is much larger ($\sim 30$ dB) than for the resistance fault due to the dependence of the filter residual on the switching signal. Thus, this peak near the switching frequency can be used to distinguish this fault apart from the resistance fault. For an open-circuit in SW$_5$, the 60-Hz component and the peak around the switching frequency are similar to the ones for the inductance fault, but there are two additional components at 0 Hz and 120 Hz. Thus, these two additional frequency components can be used to distinguish apart inductance and switch open-circuit faults.

5) Current sensor fault: Consider the current sensor of phase $c$; a fault in this sensor can be modeled by describing the corresponding observation equation as $y_B = [1 + \Delta G_c(t)]x_3(t) + \Delta B_c(t)$, where $x_3(t) = i_c(t)$ and $\Delta G_c(t)$, $\Delta B_c(t)$, respectively, describe the effect of a fault that causes a change in the sensor gain and a measurement bias. Table VI presents the resulting fault magnitude function and fault signature (it also collects the corresponding counterparts for faults in the current sensors of the other two phases).
which, among other things, enables the implementation of the general automaton modeling approach described in [22], the FDI filter in lockstep with the physical system, we use the linear-switched state-space model in (12)–(13) that defines the FDI filter. During real-time execution, a direct memory response with that obtained with the simulation-based model.

During real-time execution, a direct memory response with that obtained with the simulation-based model.

Table VII provides the specifications of the main building blocks that comprise the experimental testbed.

Table VII

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC power supply ratings</td>
<td>300 V, 16 A, 5 kW</td>
</tr>
<tr>
<td>Inverter module ratings</td>
<td>20 A, 600 V</td>
</tr>
<tr>
<td>Output filter</td>
<td></td>
</tr>
<tr>
<td>Resistance, per phase</td>
<td>0.5 Ω</td>
</tr>
<tr>
<td>Inductance, per phase</td>
<td>12 mH</td>
</tr>
<tr>
<td>RL load</td>
<td></td>
</tr>
<tr>
<td>Resistance, per phase</td>
<td>23.5 Ω, 47 Ω (nominal), 67 Ω, 94 Ω</td>
</tr>
<tr>
<td>Inductance, per phase</td>
<td>650 μH</td>
</tr>
<tr>
<td>Current sensors bandwidth</td>
<td>200 kHz</td>
</tr>
<tr>
<td>PWM generator</td>
<td></td>
</tr>
<tr>
<td>Switching frequency</td>
<td>4 kHz</td>
</tr>
<tr>
<td>Dead time</td>
<td>1 μs</td>
</tr>
<tr>
<td>Volts / freq. scalar</td>
<td>3.83</td>
</tr>
<tr>
<td>Real-time platform</td>
<td></td>
</tr>
<tr>
<td>FPGA device</td>
<td>Xilinx Virtex-5 ML506</td>
</tr>
<tr>
<td>Clock speed</td>
<td>100 MHz</td>
</tr>
<tr>
<td>ADC sampling rate</td>
<td>1 MSPS</td>
</tr>
<tr>
<td>DAC sampling rate</td>
<td>1 MSPS</td>
</tr>
</tbody>
</table>

As stated in property P4, when a fault in the phase c current sensor occurs, as $t \to \infty$, the filter residual should lie in the subspace spanned by \( \{C(A_p + \mu I)g_3\}, p \in \mathcal{P} \). However, for this particular system, the filter residual aligns with \( g_3 = [0, 0, 1]^T \); this is the case because \( C = I_3 \) and \( A_{\sigma(t)} \) is diagonal. Figure 8 shows the filter residual response \( \gamma(t) \) for a so-called omission fault in the current sensor of phase c, i.e., \( \Delta G(t) = -1 \), for all \( t > t_f \), where \( t_f = 0.05 \text{ s} \), and \( \Delta B(t) = 0, \forall t \). As expected, almost immediately after the fault, the residual aligns with \( g_3 = [0, 0, 1]^T \).

C. Experimental Results

In order to experimentally demonstrate the feasibility of the proposed filter for FDI in the system of Fig. 1, we developed the experimental testbed shown in Fig. 9. All three phase currents and voltages are measured and passed to the FDI filter residual generator, which is implemented in a FPGA-based platform, running on a real-time processor in lockstep with the physical system. Additionally, we have a mechanism to artificially inject certain faults into the physical system; for each of these faults, we compare the resulting filter residual response with that obtained with the simulation-based model. Table VII provides the specifications of the main building blocks that comprise the experimental testbed.

1) FDI filter implementation: As time evolves, to execute the FDI filter in lockstep with the physical system, we use the generalized automaton modeling approach described in [22], which, among other things, enables the implementation of the linear-switched state-space model in (12)–(13) that defines the FDI filter. During real-time execution, a direct memory indexing technique controls the selection of the active mode based on the system input \( z(t) \) and boundary conditions defined by \( \hat{y}(t) = C\hat{x}. \) A linear solver computes the state vector \( \hat{x}(t) \) and the corresponding estimated output vector \( \hat{y}(t) \), and filter residual \( \gamma(t) \). An internal signal generator and external analog and digital input ports provide the input vector \( u(t) \) to the state-space solver. The state vector \( \hat{x}(t) \) and the output vector \( \hat{y}(t) \) are accessible in real-time through low-latency analog output ports. The processor architecture, which is implemented in an FPGA, guarantees the execution time for each time interval to be shorter than the fixed simulation time step. Furthermore, the loop-back latency is minimized with custom designed input-output hardware, and has been characterized to be on the order of 1 μs [22].

2) Phase open-circuit fault: Figure 10 shows the real-time FDI filter residual response before and after phase c of the RL load is disconnected (so as to mimic the effect of an open-circuit fault in this phase). In this figure, we can see that after the transient vanishes, the filter residual is proportional to the vector \( [1, 1, -2]^T \), which matches the fault signature \( g_3 \) analytically derived for this type of fault (see Table IV). Also, the filter residual exhibits a sinusoidal behavior, matching the simulation results in Fig. 5.

3) Current sensor fault: Figure 11 displays the real-time response of the FDI filter after the current sensor of phase c is disconnected. The filter residual matches the simulation results shown in Fig. 8. As in the simulations, after the transient vanishes, the filter residual aligns with the vector \( [0, 0, 1]^T \), which matches the fault signature \( g_3 \) analytically derived for this fault (see Table VI). This provides with sufficient information to unequivocally determine that the faulty component is the current sensor of phase c.
4) Effect of different load parameter values: For the same fault in the current sensor of phase \(c\) discussed above, Fig. 12 displays the FDI filter response when the load resistance takes the following values: \(R_l = 23.5\ \Omega, R_l = 47\ \Omega\) (nominal), \(R_l = 67\ \Omega\), and \(R_l = 94\ \Omega\). As it can be seen in this figure, the filter residual magnitude depends on the value that \(R_l\) takes and, in general, the larger \(R_l\) is, the smaller the residual magnitude is. However, it is important to note that, independently of the value of \(R_l\), the filter residual aligns with the vector \([0, 0, 1]^T\); this provides with enough information to conclude that the faulty component is the current sensor of phase \(c\).

5) Effect of load variations: Finally, we discuss the effect of load variations on the filter performance. As discussed in Section II-B, the RL load is considered an external element to the system being monitored (in this case, comprised of a power stage and an output filter). Thus, events that affect this external element should not be flagged by the FDI filter. To illustrate this, consider a load variation that results in the load resistance changing from \(R_l = 47\ \Omega\) to \(R_l = 23.5\ \Omega\). Figure 13(a) shows the sudden change in phase currents when the load changes. Figure 13(b) displays the corresponding filter residual evolution; as expected, this event is not flagged as a fault.

A. Pre-Fault Dynamics and FDI Filter

Consider the circuit at the bottom left of Fig. 14, and assume that \(L_a = L_b = L_c = L\), and \(R_a = R_b = R_c = R\). Let \(s_i(t), i = 1, 2, \ldots, 6\), be an indicator variable that, at time \(t\), takes value 0 whenever \(SW_i\) is open, and 1 whenever is closed. Then, the pre-fault circuit dynamics are described by

\[
\frac{d}{dt} x(t) = A_{\sigma(t)} x(t) + B_{\sigma(t)} v(t),
\]

\[
y(t) = C x(t),
\]

\[
z(t) = D v(t),
\]

(24)

where \(x(t) = [i_a(t), i_b(t), i_c(t), v_{dc}(t)]^T, v(t) = [v_a(t), v_b(t), v_c(t)]^T, C = I_4, D = I_3,\) and

\[
A_{\sigma(t)} = \begin{bmatrix}
-R & 0 & 0 & k_{1(t)} \\
0 & -R & 0 & k_{2(t)} \\
0 & 0 & -R & k_{3(t)} \\
k_{4(t)} & k_{5(t)} & k_{6(t)} & k_{7(t)}
\end{bmatrix},
\]

\[
B_{\sigma(t)} = \begin{bmatrix}
\frac{-L}{R} & \frac{-L}{R} & \frac{-L}{R} \\
\frac{L}{R} & \frac{L}{R} & \frac{L}{R} \\
\frac{L}{R} & \frac{L}{R} & \frac{L}{R} \\
0 & 0 & 0
\end{bmatrix},
\]

(25)
with
\[
\begin{align*}
  k_1(t) &= \frac{-2(s_1 - s_2) + (s_3 - s_4) + (s_5 - s_6)}{6L}, \\
  k_2(t) &= \frac{(s_1 - s_2) - 2(s_3 - s_4) + (s_5 - s_6)}{6L}, \\
  k_3(t) &= \frac{(s_1 - s_2) + (s_3 - s_4) - 2(s_5 - s_6)}{6L}, \\
  k_4(t) &= \frac{s_1 - s_2}{C_{dc}}, \\
  k_5(t) &= \frac{s_3 - s_4}{C_{dc}}, \\
  k_6(t) &= \frac{s_5 - s_6}{C_{dc}}, \\
  k_7(t) &= 0,
\end{align*}
\]
(26)

where the possible open/closed switch combination are the same as for the inverter with RL load system (see Table I).

Now, following the same notation as in (12) and (13), an FDI filter for this system is given by
\[
\begin{align*}
  \frac{d\hat{x}(t)}{dt} &= A_{\sigma(t)}\hat{x} + B_{\sigma(t)}z(t) + L_{\sigma(t)}\gamma(t), \\
  \gamma(t) &= y(t) - \hat{x}(t),
\end{align*}
\]
(27)

with \( y(t) = x(t), z(t) = v(t); A_{\sigma(t)} \) and \( B_{\sigma(t)} \) as in (25); and
\[
L_{\sigma(t)} = \begin{bmatrix}
  -\frac{R}{L} + \mu & 0 & 0 & k_1(t) \\
  0 & -\frac{R}{L} + \mu & 0 & k_2(t) \\
  0 & 0 & -\frac{R}{L} + \mu & k_5(t) \\
  k_4(t) & k_5(t) & k_6(t) & \mu
\end{bmatrix},
\]

for some \( \mu > 0 \). In this case, it is important to note that, unlike in the inverter with RL load system, the matrices \( A_{\sigma(t)} \) and \( L_{\sigma(t)} \) depend on the switching signal, which complicates the detection and isolation of faults affecting \( C \) (see property P3). On the other hand, since \( B_{\sigma(t)} \) is constant, the detection of faults affecting \( D \) simplifies significantly (see property P4).

**B. Analytical and Simulation Results**

Next, we analyze the filter residual dynamics for different types of faults, providing numerical simulation results for the parameter values in Table VIII; the simulations are performed in MATLAB/Simulink/PLECS. Figure 14 provides a block diagram of the simulation model; the supply block is comprised of a three-phase ideal voltage source, the line impedance block is a series-connection of inductors and resistors, whereas the load block is comprised of inductive reactances. The controller is adapted from the voltage-mode controller in [27]. This controller includes a phase-lock loop that generates sine-triangle PWM gate signals with a carrier frequency of 5 kHz.

1) **Change in dc end capacitance:** In order to capture the effect of this fault, we describe the capacitance as \( C_{dc}(t) = C_{dc} + \Delta C_{dc}(t) \), where \( C_{dc} \) is the pre-fault capacitance value and \( \Delta C_{dc}(t) \) describes the change in capacitance due to the fault. Thus, the relation between the dc end voltage and current is given by \( \frac{d}{dt}[C_{dc} + \Delta C_{dc}(t)]v_{dc} = i_{dc}(t) \), from where it follows that
\[
\frac{dv_{dc}(t)}{dt} = \frac{1}{C_{dc} + \Delta C_{dc}(t)} \left( i_{dc}(t) - \frac{d\Delta C_{dc}(t)}{dt} v_{dc}(t) \right);
\]
therefore, the post fault dynamics can be described by
\[
\frac{d\hat{x}(t)}{dt} = \tilde{A}_{\sigma(t)}\hat{x} + \tilde{B}_{\sigma(t)}v(t),
\]
(28)

with \( \tilde{B}_{\sigma(t)} = B_{\sigma(t)} \), and
\[
\tilde{A}_{\sigma(t)} = \begin{bmatrix}
  -\frac{R}{L} & 0 & 0 & k_1(t) \\
  0 & -\frac{R}{L} & 0 & k_2(t) \\
  0 & 0 & -\frac{R}{L} & k_5(t) \\
  k_4(t) & k_5(t) & k_6(t) & \mu
\end{bmatrix},
\]
(29)

where \( k_1(t) - k_3(t) \) are the same as in (26), and
\[
\begin{align*}
  \tilde{k}_4 &= \frac{s_1 - s_2}{C_{dc} + \Delta C_{dc}(t)}, \\
  \tilde{k}_5 &= \frac{s_3 - s_4}{C_{dc} + \Delta C_{dc}(t)}, \\
  \tilde{k}_6 &= \frac{s_5 - s_6}{C_{dc} + \Delta C_{dc}(t)}, \\
  \tilde{k}_7 &= -\frac{\mu}{C_{dc} + \Delta C_{dc}(t)}.
\end{align*}
\]
(30)

TABLE VIII

*D-STATCOM MODEL PARAMETERS*

<table>
<thead>
<tr>
<th>( V_{ac} )</th>
<th>( R )</th>
<th>( L )</th>
<th>( C_{dc} )</th>
<th>( \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>480 V</td>
<td>0.1 ( \Omega )</td>
<td>10 mH</td>
<td>2 mF</td>
<td>500 s(^{-1})</td>
</tr>
</tbody>
</table>

Now, by rearranging (29) as in (8), we obtain the fault signature \( f_1 \), and the fault magnitude function \( \phi_1(t) \), both of which are given in Table IX.
corresponding fault signature vectors, respectively denoted by the fault magnitude functions for phase similar to the one for the inverter with RL load system. Then, easy to see that a fault causing the phase inductance to change for faults causing changes in phase resistance, from (25), it is resonable that only the equations for the residual aligns with of the filter residual. After the transient vanishes, the filter residual reaches steady state, it aligns with $f_i$. Figure 16 shows the filter residual response for a fault causing the output filter phase inductance to change from 10 mH to 5 mH.
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Figure 16. D-STATCOM: simulation of filter response for a fault causing phase $c$ resistance to change from 0.1 Ω to 0.5 Ω.

Figure 17 shows the filter residual response for a fault injected at $t_f = 0.5$ s causing a decrease of 50% in the dc end capacitance. As expected, after the initial transient vanishes, the filter residual aligns with $f_1 = [0, 0, 0, 1]^T$.

2) Change in output filter phase resistance: For this type of fault, it is clear from (25) that only the equations for the phase currents will be altered; in fact the derivation of the post-fault model is very similar to the one for the inverter with RL load model derived in Section II-A2; thus, we omit it. Therefore, the fault magnitude functions $\phi_i(t)$, $i = 2, 3, 4$, are the same as the corresponding ones in Table IV; however the fault signatures are 4-dimensional vectors, respectively denoted by $f_2$, $f_3$, $f_4$, instead of 3-dimensional ones. In particular the first three entries of each $f_i$, $i = 2, 3, 4$, coincide with the entries of the corresponding fault signature vectors in Table IV; while the fourth entry is equal to zero, e.g., $f_5 = [-2, 1, 1, 0]^T$. Figure 17 shows the filter residual evolution for a fault that causes the inductance of phase $c$ to change from 10 mH to 5 mH; as expected, when the filter residual reaches steady state, it aligns with $f_7 = [1, 1, -2, 0]^T$.

3) Change in output filter phase inductance: Similarly as for faults causing changes in phase resistance, from (25), it is easy to see that a fault causing the phase inductance to change will only affect the current equations, with a post-fault model similar to the one for the inverter with RL load system. Then, the fault magnitude functions for phase $a$, $b$, and $c$ inductors, denoted respectively by $\phi_5(t)$, $\phi_6(t)$, and $\phi_7(t)$ are the same as those for the inverter with RL system given in Table V. The corresponding fault signature vectors, respectively denoted by $f_5$, $f_6$, $f_7$, are 4-dimensional. Specifically, the first three entries of each $f_i$ are equal to the entries of the corresponding fault signature vectors in Table V, while the fourth entry is equal to zero, e.g., $f_5 = [-2, 1, 1, 0]^T$. Figure 17 shows the filter residual evolution for a fault that causes the inductance of phase $c$ to change from 10 mH to 5 mH; as expected, when the filter residual reaches steady state, it aligns with $f_7 = [1, 1, -2, 0]^T$.

4) Other faults: Table X shows the fault magnitude functions and fault signatures for switch open-circuit faults; the ones for sensor faults are similar to the corresponding ones for the inverter with RL load system and are therefore omitted.

As with the inverter with RL load system, the fault signatures for all the components in the same phase are identical; these include, e.g., phase-to-ground faults. For instance, a fault causing a short circuit between the node connecting switches $SW_1$ and $SW_2$ and the (grounded) neutral point of the transformer winding on the D-STATCOM side is equivalent to both phase $a$ resistance and inductance values suddenly dropping to zero; this is consistent with the simulation results in Fig. 18 that show the evolution of the filter residual for such a phase-to-ground fault. Thus, to distinguish such a fault from other faults that affect phase $a$, e.g., a slight increase in phase $a$ resistance, it is necessary to analyze the residual magnitude frequency spectrum, which yields similar results to those reported in Section IV-B4. Similarly, faults affecting both switches in the same leg, $SW_1$ and $SW_2$, $SW_3$ and $SW_4$, or $SW_5$ and $SW_6$ are equivalent to faults that cause the dc end capacitance to drop to zero suddenly.

![Figure 18](image_url)

Fig. 18. D-STATCOM: simulation of filter response for a short-circuit fault between the node connecting switches $SW_1$ and $SW_2$ and ground.

<table>
<thead>
<tr>
<th>Fault</th>
<th>$\phi_i(t)$</th>
<th>$f_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SW_1 (i = 8)$</td>
<td>$-\frac{v_{dc}(t)(s_4 + s_6) - 3R_{dc}(t)}{6}$</td>
<td>$[-2, 1, 1, 0]^T$</td>
</tr>
<tr>
<td>$SW_2 (i = 9)$</td>
<td>$-\frac{v_{dc}(t)(s_3 + s_6) - 3R_{dc}(t)}{6}$</td>
<td>$[-2, 1, 1, 0]^T$</td>
</tr>
<tr>
<td>$SW_3 (i = 10)$</td>
<td>$-\frac{v_{dc}(t)(s_1 + s_6) - 3R_{dc}(t)}{6}$</td>
<td>$[1, -2, 1, 0]^T$</td>
</tr>
<tr>
<td>$SW_4 (i = 11)$</td>
<td>$-\frac{v_{dc}(t)(s_3 + s_5) - 3R_{dc}(t)}{6}$</td>
<td>$[1, -2, 1, 0]^T$</td>
</tr>
<tr>
<td>$SW_5 (i = 12)$</td>
<td>$-\frac{v_{dc}(t)(s_2 + s_6) - 3R_{dc}(t)}{6}$</td>
<td>$[1, 1, -2, 0]^T$</td>
</tr>
<tr>
<td>$SW_6 (i = 13)$</td>
<td>$-\frac{v_{dc}(t)(s_1 + s_5) - 3R_{dc}(t)}{6}$</td>
<td>$[1, 1, -2, 0]^T$</td>
</tr>
</tbody>
</table>
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Next, we discuss the performance of the filter residual for a phase-to-phase fault; in particular, we analyze a short-circuit fault between the node connecting SW1 and SW2, and the node connecting SW3 and SW4. Figure 19 displays the corresponding filter residual response, where we can see that \( \gamma_3(t) = -\gamma_2(t) \) for all \( t \) after the fault occurrence, i.e., for all \( t > 0.05 \) s. Additionally, even if not identically equal to zero, the maximum values that \( \gamma_3(t) \) and \( \gamma_4(t) \) take after the fault occurrence are very small relative to those that \( \gamma_1(t) \) and \( \gamma_2(t) \) take. These features of the residual response, which are substantially different from those of faults previously analyzed, enable distinguishing the occurrence of this type of fault from the occurrence of all other types analyzed earlier.

5) Faults in external elements: Finally, we discuss the effect of disturbance events affecting elements external to the D-STATCOM; in the block diagram of Fig. 14, these external elements are the supply, the line impedance, and the load. Detection of faults in these elements is important from the point of view of ensuring a reliable energy delivery to the load; however, the focus here is to monitor the occurrence of faults in the components of the D-STATCOM. As such, the FDI filter should not flag as a fault any disturbance that may affect these external elements—these elements should have their own dedicated FDI mechanisms. With respect to this, we consider a voltage sag in phase \( a \) of the supply occurring at \( t = 0.2 \) s (see Fig. 20(a)); the corresponding filter residual evolution is displayed in Fig. 20(b). As expected, the filter residual does not change after this event occurs because this event does not correspond to a component fault within the D-STATCOM, and therefore it is not flagged as such.

VI. CONCLUDING REMARKS

In this paper, we proposed a new class of FDI filters for AC-DC power electronics systems. The proposed detection filters offer a model-based approach to power electronics FDI that is much faster than other techniques in the literature. Simulation and experimental results show that the proposed FDI filters are able to capture a wide range of faults and that the filter residual magnitude provides good estimates for degradation in system components. The analysis also shows that even in the case of several faults having the same fault signature (thus the direction of the filter residual is not sufficient to distinguish them apart), it is still possible to achieve isolation by analyzing the frequency spectrum of the residual magnitude.

We show the practical viability of the proposed FDI filters by i) implementing them on an application-specific real-time power electronics emulation processor architecture with 1 \( \mu \)s time step and loopback latency, and ii) testing their performance on a physical system. Not only these experiments confirm the practical viability of the proposed filters, but they pave the way towards high-performance, low-latency, high-speed, and inexpensive control platforms for linear-switched systems.

While the analysis, simulations and experiments in this paper are mostly focused on three-phase two-level inverters and D-STATCOM systems, the approach is general and can be easily adapted to any power electronics system that can be described by a linear-switched state-space model.
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