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Abstract—The increased penetration of renewable resources, such as wind and solar, into existing power systems introduces significant uncertainties in the generation side. We propose a method to assess whether power system static state variables, i.e., bus voltage magnitudes and angles, remain within acceptable ranges (with some confidence level), as dictated by system operational requirements, while the system is subject to variations in electricity generation arising from the uncertain nature of renewable resources. These variations are assumed to be unknown but constrained to lie (with some confidence level) within some bounded set. Through set operations, we propagate this set through the power flow model, and the result is another set that contains the possible values that (with some confidence level) the state variables (voltage magnitudes and angles) may take. The proposed method is applied to the IEEE 34-bus, and 123-bus benchmark distribution systems.

I. INTRODUCTION

The motivation for this work stems from the push toward environmentally responsible electricity generation, which requires an increased penetration of renewable resources of electricity, such as wind and solar, into existing power systems. Since these resources are intermittent, variable, and difficult to forecast accurately, they introduce additional sources of uncertainty to power systems. This presents notable challenges in system operations across different time-scales—from day-ahead scheduling to automatic generation control. Furthermore, since renewable resources vary in rated power output and point of grid interconnection, they affect power systems at different voltage levels—from transmission to distribution. For example, wind farms are usually connected at the transmission level, whereas small-scale solar installations are usually connected at the distribution level. The focus of this work is on the impact of uncertainty from renewable-based electricity generation connected to distribution systems. In this regard, this paper proposes an analytically tractable method to assess whether system static state variables, i.e., bus voltage magnitudes and angles, remain within acceptable ranges for all possible electric power generation profiles arising from renewable-based electricity sources.

Deterministic power flow analysis, which provides the complex bus voltages given a predetermined generation and load profile at a particular instant in time, is the fundamental tool used by power engineers to determine a snapshot of the power system static states. However, we may be interested in the static states over a range of possible generation profiles to capture the uncertainty associated with renewable-based electricity generation. Previous approaches to assess the effects of uncertainty in the power flow solution can be grouped into probabilistic and set-theoretic methods. In probabilistic power flow analysis (see, e.g., [1]), uncertainties in load and generation are modeled as random variables, which results in the power flow solution also being described by random variables. Both numerical and analytical methods have been proposed to address the probabilistic power flow problem [2], [3], [4], [5]. Also, subsequent research has addressed the issues of efficiency and accuracy in calculating the probability density functions of the bus voltages and line flows [6], [7], [8], [9], [10]. In set-theoretic methods, as applied to study the effect of uncertainty on the power flow solution (see, e.g., [11]), some system parameters and variables are assumed to be unknown, but constrained to lie within a bounded set. For example, in interval analysis [12], [13], [14], [15], it is assumed that some line parameters and loads take values within a symmetric polytope; the resulting power flow solution is then constrained to some symmetric polytope as well. This method has a disadvantage in that this polytope, which contains the set of all possible solutions, may be overly conservative and contains non-solutions.

This paper considers the set-theoretic approach to uncertainty modeling. In our methodology, uncertain variations in renewable-based generation can be viewed as forecast error, which can be bounded (with some confidence level) around the nominal forecast. For example, the power produced by a rooftop solar installation can be assumed to lie within some interval around a nominal power output value, which may be based on forecasted solar insolation level. Then, the set of all renewable-based power generation profiles can be described by a parallelepiped (i.e., the generalization of a parallelepiped in three dimensions to higher dimensions). This parallelepiped is then bounded by the intersection of a family of ellipsoids, each of which is tight to the parallelepiped in a particular direction. Using set operations, each of these ellipsoids is propagated through a model of the power system, which is obtained by linearizing the nonlinear power flow equations. The result is a family of ellipsoids that bound the bus voltage magnitudes and angles. The intersection of this family of ellipsoids approximates the set that describes (with some confidence level) the possible bus voltage magnitude and angle
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realizations. To determine whether renewable-based power generation variability has a significant impact on the power system static performance, we verify that the intersection of this family of ellipsoids is contained within the region of the static state space defined by system operational requirements, e.g., minimum and maximum bus voltage values.

In this paper, we build on our preliminary results reported in [17], extending and improving them in several directions. First, we generalize the input uncertainty set model, which fully accounts for correlation between power injection at different buses as well as asymmetrical uncertainty around a nominal forecast. Additionally, we incorporate a generalized optimization routine, based on the criteria of minimum-trace or minimum-span in an arbitrary direction, to obtain a family of ellipsoids, whose intersection bounds the set of uncertain renewable generation. The optimization routine is general enough to account for correlation between power injections and asymmetrical uncertainty. Furthermore, we expand the performance metric to assess not only the excursions of the voltage magnitudes and angles, but also functions thereof, e.g., active power flows through transmission lines. The scalability of our proposed method to a large number of uncertain power injections is also evinced. We demonstrate these new features in various combinations through several additional case studies. Lastly, we compare the computation time of our method to obtain bounds on the complex bus voltages to that of obtaining nonlinear and linearized power flow solutions.

The remainder of this paper is organized as follows. Section II introduces the fundamental ideas to uncertainty modeling used throughout the paper and illustrates the concepts with a simple example. In Section III, we tailor the ideas presented in Section II to evaluate the impact on system performance of variable generation. Section IV applies the proposed methodology to several benchmark systems, including the IEEE 34-bus and 123-bus test systems. In Section V, we compare the computation time of our method with those of the linearized and nonlinear power flow solutions for the cases presented in Section IV. Concluding remarks are presented in Section VI.

II. Preliminaries: Static Linear System Analysis

In this section, we introduce the basic notions for set-theoretic uncertainty modeling in static linear systems. These techniques are then tailored in Section III to the (nonlinear) power flow problem. To motivate subsequent discussions, consider the linear circuit of Fig. 1. Using Kirchhoff’s laws, we obtain the following linear relationship between \( V_s \) and \( i_{\text{load}} \) (referred to as system inputs), and the variables \( v_2 \) and \( i_1 \) (referred to as system states):

\[
\begin{bmatrix}
  v_2 \\
  i_1 
\end{bmatrix} = \begin{bmatrix}
  \frac{R_2}{R_1+R_2} & \frac{-R_1R_2}{R_1+R_2} \\
  \frac{1}{R_1+R_2} & \frac{R_1}{R_1+R_2} 
\end{bmatrix} \begin{bmatrix}
  V_s \\
  i_{\text{load}} 
\end{bmatrix}. \tag{1}
\]

Suppose that the possible values of system inputs \( V_s \) and \( i_{\text{load}} \) are not perfectly known except for some upper and lower bounds. Then, the objective is to characterize the set of all possible values that the system states \( v_2 \) and \( i_1 \) can take given all possible values that the system inputs can take. We describe next a set-theoretic framework to accomplish this objective.

\[
W = \{ w : w = w_0 + \sum_{j=1}^{s} \alpha_j g_j, \ -1 \leq \alpha_j \leq 1 \}, \tag{3}
\]

where \( w_0 \in \mathbb{R}^s \) is the parallelepode’s center, and \( \{ g_1, g_2, \ldots, g_s \} \) is a set of independent vectors in \( \mathbb{R}^s \). The center \( w_0 \) may be interpreted as the nominal operating point of the system in (2) while the set \( W \) captures the uncertainty in \( w \) around \( w_0 \).

Analogous to the parallelogram, which has two pairs of parallel sides, or a parallelepiped, which has three pairs of parallel faces, a parallelepode has \( s \) pairs of parallel hyperfaces, with each pair \( \{ G^+_i, G^-_i \} \) defined by

\[
G^+_i = \{ w : w = (w_0 + g_i) + \sum_{j \neq i} \alpha_j g_j, -1 \leq \alpha_j \leq 1 \},
\]

\[
G^-_i = \{ w : w = (w_0 - g_i) + \sum_{j \neq i} \alpha_j g_j, -1 \leq \alpha_j \leq 1 \}. \tag{4}
\]

1) Significance of the shape of input uncertainty set: It is important to note that the shape of the paralleletope \( W \) captures, to a certain extent, some important features of the uncertain input \( w \). For example, if the vectors \( \{ g_1, g_2, \ldots, g_s \} \) form an orthogonal basis, then \( W \) is a rectangular parallelepode. In this case, the shape of \( W \) suggests that the value any particular entry of \( w \) takes on does not provide additional information on the values that any other entries of \( w \) can take, i.e., the entries of \( w \) are not correlated. [In a probabilistic setting, the correlation between two random variables can be precisely defined through, e.g., the correlation coefficient. In the context of this work, as our uncertainty model is not probabilistic, we use the term correlation in a broad sense to describe an existing relation between mathematical variables which tend to vary or occur together.]

On the other hand, if the vectors \( \{ g_1, g_2, \ldots, g_s \} \) do not
form an orthogonal basis, then the angle $\phi_{ij}$ between each pair of $g_i$ and $g_j$ determines the skewness of $\mathcal{W}$ in certain directions and can be considered as an indicator of how particular entries of $\mathbf{w}$ tend to vary together, i.e., they are correlated. In a probabilistic setting, a similar relationship exists between correlation and orthogonality of random vectors. In general, larger $|\cos(\phi_{ij})|$ is indicative of higher level of correlation between $w_i$ and $w_j$, while the sign of $\cos(\phi_{ij})$ indicates whether they are positively or negatively correlated. For the 2-dimensional case, the ideas described above are graphically illustrated in Fig. 2. In the context of this paper, these ideas are important for, e.g., capturing spatial correlation effects between renewable-based power injections.

2) Propagation of input uncertainty set to system states: Given the static linear system in (2) and the input uncertainty set $\mathcal{W}$ defined in (3), the objective is to obtain a set $\mathcal{X} \subseteq \mathbb{R}^r$ (or an upper-bounding approximation) that contains all possible values of $x$ that can attain. In order to achieve this, we first approximate the parallelepiped $\mathcal{W}$ by the intersection of a family of ellipsoids, $\mathcal{E} = \{E_1, E_2, \ldots, E_j, \ldots\}$, each of which upper bounds $\mathcal{W}$, i.e.,

$$w \in \mathcal{W} \subseteq \bigcap_i E_i,$$  \hspace{1cm} (5)

with

$$E_i = \{w : (w - w_0)^T \Psi_i^{-1}(w - w_0) \leq 1\},$$  \hspace{1cm} (6)

where $\Psi_i$ is a positive definite matrix known as the shape matrix and $w_0$ is the center of the ellipsoid $E_i$. Now, the problem reduces to propagating each ellipsoid $E_i$ through (2) with the objective of obtaining a set $\mathcal{F}_i$ that contains all possible values of $x$ that result from all possible values that $w$ can take. Since $w \in \mathcal{W} \subseteq E_i$, $\forall i$, it immediately follows that $x \in \mathcal{X} \subseteq \mathcal{F}_i$, $\forall i$, and hence,

$$x \in \mathcal{X} \subseteq \bigcap_i \mathcal{F}_i.$$  \hspace{1cm} (7)

Furthermore, it turns out that ellipsoids are closed under linear transformations; therefore, the set $\mathcal{F}_i$ is also an ellipsoid and can be defined as

$$\mathcal{F}_i = \{x : (x - x_0)^T \Gamma_i^{-1}(x - x_0) \leq 1\},$$  \hspace{1cm} (8)

where $x_0 = H w_0$ and $\Gamma_i = H \Psi_i H^T$ (see, e.g., [19]). The ideas introduced above are graphically depicted by Fig. 3 for a two-dimensional system with a rhomboidal input set $\mathcal{W}$ — upper bounded by the intersection of two ellipsoids, $E_1$ and $E_2$, which map to $\mathcal{F}_1$ and $\mathcal{F}_2$, respectively. As shown in the figure, the intersection of $\mathcal{F}_1$ and $\mathcal{F}_2$ contains the set $\mathcal{X}$. The accuracy of the upper-bounding approximation of $\mathcal{X}$ provided by (7) depends on the choice of the ellipsoids in the family $\mathcal{E} = \{E_1, E_2, \ldots, E_j, \ldots\}$ upper bounding the set $\mathcal{W}$; we discuss this issue next.

B. Obtaining Input Set Ellipsoidal Bounds

In this section, we provide a method to obtain a family of ellipsoids whose intersection provides a tight over-approximation of the input set $\mathcal{W}$. We also provide an alternative for upper bounding the input set $\mathcal{W}$ with a single ellipsoid $E_0$; this alternative is computationally more efficient, and, as we show in the case-study section, might suffice in some practical cases.

1) Family of tight upper-bounding ellipsoids: The approach to obtaining a family of ellipsoids $\mathcal{E} = \{E_1, E_2, \ldots, E_j, \ldots\}$ whose intersection tightly upper bounds $\mathcal{W}$ is to choose each $E_i$ to contain $\mathcal{W}$ while minimizing its projection onto some direction defined by a unitary vector $\eta_i$ normal to the hyperplanes $H_i^+$ and $H_i^-$ that contain $G_i^+$ and $G_i^-$, respectively. The idea behind this choice is as follows. The projection of $E_i$ onto the direction defined by $\eta_i$ is in fact the distance between the two most outer points of $E_i$ that lie in a straight line defined by $\eta_i$. Similarly, the distance between $G_i^+$ and $G_i^-$ can be obtained by computing the distance between any two points contained in $H_i^+$ and $H_i^-$ that also lie in a straight line defined by the vector $\eta_i$. Thus, by minimizing the projection of the ellipsoid onto the direction defined by $\eta_i$, we obtain an ellipsoid that is tight to the hyper-faces $G_i^+$ and $G_i^-$ of $\mathcal{W}$. This is graphically represented in Fig. 4 and formalized in the subsequent discussion.

From (4), it follows that the hyperplanes $H_i^+$ and $H_i^-$ that
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is the vector normal to the hyperplane \( H_{i+}^j \) that contains the corresponding hyper-face of the parallelootope as defined in (4). The projection of the ellipsoid \( E_i = \{ w : (w-w_0)^T \Psi_i^{-1} (w-w_0) \leq 1 \} \) onto the direction defined by \( \eta_i \) is given by \( \pi_{E_i}(\eta_i) = \sqrt{\eta_i^T \Psi_i \eta_i} \) [20]. Thus, the problem of obtaining \( E_i \) can be cast into an optimization program as follows:

\[
\begin{align*}
\text{minimize} & \quad \sqrt{\eta_i^T \Psi_i \eta_i} \\
\text{subject to} & \quad v^T \Psi_i^{-1} v \leq 1; \quad \forall v \in \mathcal{V}, \\
& \quad \sqrt{\eta_i^T \Psi_i \eta_j} \leq k_j; \quad \forall j \neq i,
\end{align*}
\]

where \( \mathcal{V} \) is the set of vertices of \( \mathcal{W} \), and \( k_j \) is the maximum length of the semi-axis in the \( \eta_j \) direction. The first inequality enforces that the resulting \( E_i \) contains \( \mathcal{W} \) (the set \( \mathcal{V} \) can be obtained from (4) by choosing the \( \alpha \)'s to be 1 and \(-1\)). The second set of inequalities constrains the projection of \( E_i \) onto the directions defined by the vectors normal to all other hyperplanes \( H_{i+}^j \), \( j \neq i \) and are included for solvability.

**Example 1 (DC Circuit):** Consider the circuit in Fig. 1, with the relation between inputs, \( V_s \) and \( i_{load} \), and states, \( v_2 \) and \( i_1 \), as given in (1). Let \( R_1 = R_2 = 2 \ \Omega \); then (1) has the same form as (2) with

\[
x = \begin{bmatrix} v_2 \\ i_1 \end{bmatrix}, \quad H = \begin{bmatrix} 0.5 & -1.0 \\ 0.25 & 0.5 \end{bmatrix}, \quad w = \begin{bmatrix} V_s \\ i_{load} \end{bmatrix}.
\]

Suppose that each entry in \( w \) is not perfectly known, except that they can vary within certain bounds: \( V_s \in [4.9 \ 5.1] \) and \( i_{load} \in [1.9 \ 2.1] \), that is, the source voltage \( V_s \) and load current \( i_{load} \) are assumed to vary \( \pm 0.1 \) V and \( \pm 0.1 \) A around the nominal values of 5 V and 2 A, respectively. Thus, \( \mathcal{W} \) is a rectangle, as shown in Fig. 5(a). Now in order to obtain the set \( \mathcal{X} \) bounding the system states, we first bound \( \mathcal{W} \) with the intersection of two ellipsoids \( E_1 \) and \( E_2 \) (each of which is tight along an axial direction) as follows: \( w \in \mathcal{W} \subseteq (E_1 \cap E_2) \); the entries of the corresponding shape matrices \( \Psi_1 \) and \( \Psi_2 \) are given in Table I. For each input-bounding ellipsoid \( E_i \), \( i = 1, 2 \), we compute corresponding ellipsoids \( F_i \), \( i = 1, 2 \), both of which bound \( \mathcal{X} \). Additionally, we repeatedly sample the input space \( \mathcal{W} \) to calculate the corresponding exact solution of the states using (1). The resulting ellipsoids \( F_i \), \( i = 1, 2 \), along with the exact solutions (depicted with points), are shown in Fig. 5(b). By inspecting the figure, it is evident that the intersection of the state-bounding ellipsoids provides a tight bound on the exact set to which the states \( x \) belong. More precisely, \( x \in \mathcal{X} \subseteq (F_1 \cap F_2) \), where \( F_1 \) and \( F_2 \) are the system state-bounding sets that correspond to input sets \( E_1 \) and \( E_2 \), respectively. The accuracy of the state-bounding set approximation increases as more ellipsoids are used to bound the input space. However, as evidenced in Fig. 5(b), just two ellipsoids \( F_1 \) and \( F_2 \) establish a reasonably accurate approximation to the exact bounding set for this example.

2) Single upper-bounding ellipsoid: While the method described in (10) provides in general an accurate approximation of the input set \( \mathcal{W} \) by obtaining a family of ellipsoids \( \mathcal{E} = \{ E_i, i = 1, \ldots, s \} \), it requires solving the optimization program in (10) for each of input-bounding ellipsoids, up to the dimension of the input set, \( s \); this computation can be parallelized using, e.g., the MATLAB parallel toolbox. In this regard, tightly upper bounding \( \mathcal{W} \) results in a very accurate upper-bound on the set \( \mathcal{X} \). If the purpose of the analysis is to verify whether or not \( \mathcal{X} \) is fully contained in a region \( \Phi \) of the state space defined by some performance requirements (we further elaborate on this in Section III-C), then it may not be necessary to obtain all the ellipsoids in the family \( \mathcal{E} \) but just a subset \( \mathcal{E}_q \subseteq \mathcal{E} \). Then, if we compute \( q < s \) ellipsoids using (10), and verify that the resulting \( F_i \)'s are such that \( \cap_{i=q}^s F_i \subseteq \Phi \), we do not need to compute the remaining \( s-q \) \( E_i \)'s (and the corresponding \( F_i \)'s) as it follows.

**TABLE I: Entries of shape matrix \( \Psi_i \) defining \( E_i \), \( i = 0, 1, 2 \).**

<table>
<thead>
<tr>
<th>( \Psi_i ) (1, 1)</th>
<th>( \Psi_i ) (1, 2)</th>
<th>( \Psi_i ) (2, 1)</th>
<th>( \Psi_i ) (2, 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_0 )</td>
<td>0.02</td>
<td>0</td>
<td>0.02</td>
</tr>
<tr>
<td>( E_1 )</td>
<td>0.09</td>
<td>0</td>
<td>0.011</td>
</tr>
<tr>
<td>( E_2 )</td>
<td>0.011</td>
<td>0</td>
<td>0.09</td>
</tr>
</tbody>
</table>
that $X \subseteq \cap_{i=1}^n E_i \subseteq \cap_{i=1}^n E_i \subseteq \Phi$. An advantage of this procedure is that, after each new ellipsoid is obtained, we can check whether the intersection of $F_i$'s satisfies operational constraints and stop when the condition is met.

Following the ideas above, in some cases, it may be convenient to obtain a single bounding ellipsoid for $W$ and conduct the analysis for just this ellipsoid. While any of the ellipsoids in the family $E = \{E_i, \ i = 1, \ldots, s\}$ would serve this purpose, recall that each $E_i \in E$ is tight to $W$ in a particular direction defined by $\eta_i$ in the sense that projection of of the ellipsoid onto the direction defined by $\eta_i$ is minimal, but its projection onto other directions $\eta_i$, $i \neq l$ might be much larger than the actual projection of $W$ onto that direction. Thus, an alternative to this problem is to obtain an ellipsoid $E_0 = \{w : (w - w_0)^T \Psi_0^{-1} (w - w_0) \leq 1\}$ that minimizes the sum of the projections onto all directions defining the semi-axes of $E_0$, which is equivalent to minimizing the sum of the squared semi-axes of $E_0$ [20].

Finally, another alternative to the single ellipsoid $E_0$ bounding $W$ that is optimal in some sense is to choose $E_0 = \{w : (w - w_0)^T \Psi_0^{-1} (w - w_0) \leq 1\}$ such that its volume is minimal. The volume of an ellipsoid is given by $V(E_0) = c_n \sqrt{\det(\Psi_0)}$, where $c_n$ is some constant that depends on $n$ (the dimension of the input space). Again the problem of finding $E_0$ can be cast into an optimization program by replacing the cost function in (11) by $c(\Psi_0) = c_n \sqrt{\det(\Psi_0)}$. In our earlier work in power system uncertainty analysis, we have used this optimality criterion [17].

**Example 2 (DC Circuit):** Consider again the DC circuit in Fig. 1. We bound $W$ with a minimum-trace ellipsoid $E_0 = \{w : (w - w_0)^T \Psi_0^{-1} (w - w_0) \leq 1\}$, where $w_0 = [5 \ 2 \ 2]^T$, and $\Psi_0$ with entries given in Table I; this ellipsoid is plotted in Fig. 5(a) with a solid trace. Now, we can obtain a single ellipsoid $F_0 = \{x : (x - x_0)^T \Gamma_0^{-1} (x - x_0) \leq 1\}$ that bounds the values of $x$ for all $w \in E_0$. The shape matrix of this ellipsoid is given by

\[
\Gamma_0 = H \Psi_0 H^T = \begin{bmatrix}
0.025 & -0.0075 \\
-0.0075 & 0.00625
\end{bmatrix},
\]

and the center is given by $x_0 = [0.5 \ 0.25]^T$. While this minimum-trace ellipsoid does not produce as tight of a bound to the values that the system states can take as the intersection of the minimum-projection ellipsoids in Example 1, it provides a good first approximation to the exact state-bounding set.

### III. Power System Uncertainty Model

In this section, we tailor the ideas described in Section II to study the impact of uncertainty in renewable-based electricity generation on power system static states, i.e., voltage magnitudes and angles. Renewable-based power generation is described by an unknown-but-bounded uncertainty model. The power flow equations are linearized around a nominal operating point that results from the nominal renewable-based power generation profile. Then, assuming the uncertainty around the nominal power generation profile is small, the linearized model can be used to approximate the set that bounds all possible values that the system states can take.

#### A. Power Flow Model

As stated in the Introduction, the focus of the paper is on assessing the impact of renewable-based electricity generation connected to distribution systems. As of today, such systems are, in general, mostly radial with a single source of power injection (see, e.g., [21]). However, in order to make the framework general, when formulating the power flow model, we consider the possibility of having a meshed network with multiple sources of power (both conventional and renewable).

Let $V_i$ and $\theta_i$ denote the voltage magnitude and angle of bus $i$. Additionally, denote by $P_i^d$ and $Q_i^d$ the generation of real and reactive power at bus $i$. Similarly, denote by $P_i^l^d$ and $Q_i^l^d$ the demand of real and reactive power at bus $i$. Then,

\[
P = V_i \sum_{k=1}^n V_k [G_{ik} \cos(\theta_i - \theta_k) + B_{ik} \sin(\theta_i - \theta_k)],
\]

\[
Q = V_i \sum_{k=1}^n V_k [G_{ik} \sin(\theta_i - \theta_k) - B_{ik} \cos(\theta_i - \theta_k)],
\]

where $P = P_i^d - P_i^l^d$ and $Q = Q_i^d - Q_i^l^d$; $G_{ik}$ and $B_{ik}$ are the real and imaginary parts of the $(i,k)$ entry in the network admittance matrix, respectively. Assume that bus 1 is the slack bus, and let $m$ denote the number of PQ buses in the system. After removing the active and reactive power equations for the slack bus, and the active power equations for the PV buses from (12), we can write the remaining equations as

\[
u + w = f(x) + v,
\]
Since load forecast is, in general, more accurate than renewable-based generation forecast [22], we assume that the uncertainty in load \( v \) is negligible compared to that in \( w \); therefore, in (13), uncertainty only enters into \( w \) (however, the methodology can be easily extended to include uncertainty in load forecast). Thus, let \( w_0 \) denote the nominal value that \( w \) takes, resulting from forecast. Then, following the ideas described in Section II, we assume that the values of \( w \) are not perfectly known but belong to a parallelotope \( \mathcal{W} \) centered around \( w = w_0 \). Here, it is important to note that the bounds on the variations in \( w \) around \( w_0 \) are determined by the forecast error; thus, to be precise, \( \mathcal{W} \) describes the values that \( w \) can take with certain confidence level \( \alpha \), i.e., \( \Pr\{w \in \mathcal{W}\} = \alpha \). As already discuss in Section II, the skewness of \( \mathcal{W} \) is an indicator of the correlation between renewable-based generation at particular buses. Additionally, the distance between pairs of parallel hyper-faces determines the level of uncertainty in generation.

**Example 3 (Four-bus system):** In order to illustrate the ideas discussed above, we consider the four-bus system shown in Fig. 6 with renewable-based resources connected to buses 2, 3, and 4. Following the notation in (3), the input set \( \mathcal{W} \) that describes the uncertain renewable-based power injection is defined by \( w_0 = [P_{g2}^0, P_{g3}^0, P_{g4}^0]^T = [0.4 \ 0.3 \ 0.5]^T \) and \( g_1 = [0.08 \ 0 \ 0]^T \), \( g_2 = [0.05 \ 0.03 \ 0]^T \), \( g_3 = [0 \ 0.07 \ 0.04]^T \), and is shown in Fig. 7(a). From Fig. 7(b), we can conclude that the uncertainty in \( P_{g3} \) and \( P_{g4} \) are positively correlated. Similarly, Fig. 7(c) shows that the uncertainty in \( P_{g2} \) and \( P_{g3} \) are also positively correlated. On the other hand, \( P_{g2} \) and \( P_{g4} \) are uncorrelated, as exemplified by the projection in Fig. 7(d).

Here, bus 1 is the slack bus with a voltage of \( 0.995\angle 0^\circ \); the nominal forecast \( w_0 \), the nominal load \( v_0 \), and the power flow solution \( x_0 \) for \( w_0 \) and \( v_0 \) are given in Table II.

### B. Linearized Model

Now, given the power flow model in (13) and the set \( \mathcal{W} \) describing the uncertainty in renewable-based generation, the objective is to obtain a set \( \mathcal{X} \subseteq \mathbb{R}^{n+m-1} \) that contains all possible values that \( x \) can take. In general, given the nonlinear nature of the mapping \( f(\cdot) \), it is not a trivial task to obtain \( \mathcal{X} \); thus we resort to approximating \( \mathcal{X} \) by a set that results from applying the model obtained from linearizing (13).

Let \( x = x_0 + \Delta x \), where \( x_0 \) denotes the solution to (13) with \( w = w_0 \), \( u = u_0 \), and \( v = v_0 \), and \( \Delta x \) results from \( \Delta w := w - w_0 \) with \( w \in \mathcal{W} \). Let \( \Delta u := u - u_0 \) denote the change in active power arising from conventional sources at PV buses in response to \( \Delta w \). Then, for \( \Delta w \) sufficiently small, we have

\[
\Delta u + \Delta w \approx J \Delta x, \tag{14}
\]

where \( J = \frac{\partial f}{\partial x}\bigg|_{x_0} \), with \( f(\cdot) \) as defined in (13), denotes the power flow Jacobian. Now, we specify how \( \Delta u \) changes with \( \Delta w \). The simplest choice is to assume that \( \Delta u \) does not change with \( \Delta w \), the interpretation for which is that the slack bus is responsible for balancing the system. Another option that reflects more accurately the power balancing process in the network, which is along the lines used by the authors in [23] to formulate the so-called governor power flow, is to assume that the power generated by the \( i^{th} \) conventional power source changes with \( \Delta w \) proportionally to the total active power imbalance introduced by \( \Delta w \). Thus, let \( \Delta u_i \) denote the \( i^{th} \) entry of \( \Delta u \), and \( \Delta w_j \) denote the \( j^{th} \) entry of \( \Delta w \); then,

\[
\Delta u_i = \sum_{l \in \mathcal{A}} \gamma_{il} \sum_j \Delta w_j, \tag{15}
\]

where \( \mathcal{A} \) contains the indices of all the power sources (including the slack bus), and the \( \gamma_{ij} \)'s are some positive constants that define how each power source responds (in terms of providing active power) to the net change in renewable-based generation. Note that in (15), although, we only consider the PV buses, by including the slack bus in the definition of \( \mathcal{A} \), we also ensure that, beyond providing for losses, the slack bus also participates in power mismatch balancing. Now, we write (15) compactly as

\[
\Delta u = B \Delta w, \tag{16}
\]

where \( B = [b_{ij}] \), with \( b_{ij} = \frac{\gamma_{ij}}{\sum_{l \in \mathcal{A}} \gamma_{il}} \), \( \forall j \), which we can

---

**TABLE II: Four-bus system nominal power flow solution.**

<table>
<thead>
<tr>
<th>( w_0 )</th>
<th>( P_{g2}^0 )</th>
<th>( Q_{g2}^0 )</th>
<th>( P_{g3}^0 )</th>
<th>( Q_{g3}^0 )</th>
<th>( P_{g4}^0 )</th>
<th>( Q_{g4}^0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_0 )</td>
<td>( P_{g2}^0 )</td>
<td>( Q_{g2}^0 )</td>
<td>( P_{g3}^0 )</td>
<td>( Q_{g3}^0 )</td>
<td>( P_{g4}^0 )</td>
<td>( Q_{g4}^0 )</td>
</tr>
<tr>
<td>( x_0 )</td>
<td>( V_{1}^2 )</td>
<td>( V_{2}^2 )</td>
<td>( V_{3}^2 )</td>
<td>( V_{4}^2 )</td>
<td>( V_{5}^2 )</td>
<td>( V_{6}^2 )</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>( 0.4 )</td>
<td>( 0 )</td>
<td>( 0.3 )</td>
<td>( 0 )</td>
<td>( 0 )</td>
<td>( 0.5 )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( 0.8 )</td>
<td>( 0.25 )</td>
<td>( 0.5 )</td>
<td>( 0.1 )</td>
<td>( 0.9 )</td>
<td>( 0.5 )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( 0.987 )</td>
<td>( -0.124 )</td>
<td>( 0.972 )</td>
<td>( -0.273 )</td>
<td>( 0.965 )</td>
<td>( -0.302 )</td>
<td></td>
</tr>
</tbody>
</table>
combine with (13) to obtain
\[(I + B)\Delta w \approx J \Delta x.\]  
(17)

As stated before, \(J\) is the power flow Jacobian evaluated at \(x = x_0\), which is guaranteed to exist and be invertible if the power flow converges to that solution. Thus, near the nominal solution \(x_0\),
\[\Delta x \approx M \Delta w,\]  
(18)

where \(M = J^{-1}(I + B)\). It is important to note that in radial systems with a single power source, \(B = 0\); thus \(M = J^{-1}\).

Since we assume that \(W\) is a parallelopete centered around \(w = w_0\), it follows that \(\Delta w \in \Delta W\), where \(\Delta W\) is a parallelopete with the same shape and orientation as \(W\) but centered around \(w = 0\), i.e., in geometric terms, \(\Delta W\) results from a translation of all the points in \(W\) a distance \(\|w_0\|_2\) in the direction of \(-w_0\). Then, the linearized model in (18) has the same form as (2); thus in line with the ideas presented in Section II, we bound \(\Delta W\) as follows:
\[\Delta W \subseteq \bigcap_i \Delta E_i,\]  
(19)

with \(\Delta E_i = \{\Delta w : \Delta w^T \Delta \Psi_i^{-1} \Delta w \leq 1\}\), where \(\Delta \Psi_i\) is a positive definite matrix. Then, it follows from (7) that
\[\Delta x \in \Delta \mathcal{X} \subseteq \bigcap_i \Delta F_i,\]  
(20)

with \(\Delta F_i = \{\Delta x : \Delta x^T \Delta \Gamma_i^{-1} \Delta x \leq 1\}\), where \(\Delta \Gamma_i = M \Delta \Psi_i M^T\). Finally, we can approximate \(\mathcal{X}\), i.e., the set that contains all possible values that \(x\) can take as
\[\mathcal{X} \approx \{x_0\} \oplus \Delta \mathcal{X},\]  
(21)

where \(\oplus\) denotes the vector sum of the sets \(\{x_0\}\) and \(\Delta \mathcal{X}\).

Since \(Pr\{w \in W\} = \alpha\), i.e., \(W\) captures the values that \(w\) takes with confidence level \(\alpha\), then \(Pr\{x \in \mathcal{X}\} \approx Pr\{x \in \{x_0\} \oplus \Delta \mathcal{X}\} = Pr\{w \in \{w_0\} \oplus \Delta W\} = Pr\{w \in W\} = \alpha\), i.e., \(\mathcal{X}\), which can be accurately approximated by \(\{x_0\} \oplus \Delta \mathcal{X}\), contains the possible values that \(x\) can take with a confidence level that is approximately equal to \(\alpha\). In all numerical examples that follow we do not specify \(\alpha\) as the focus is to show how to obtain the approximation of \(\mathcal{X}\) once \(W\) is specified and to analyze the accuracy of this approximation.

**Example 4 (Four-bus system):** Consider the four-bus system of Example 3. Following the ideas in Section II-B, we bound the set \(\Delta W\) that results from the \(W\) displayed in Fig. 7 with i) a minimum-trace ellipsoid \(\Delta E_0\), and ii) two ellipsoids \(\Delta E_1\) and \(\Delta E_2\) that are tight to \(\Delta W\) in the directions defined by \(\eta_1 = [0.2853 - 0.4755 0.8322]^T\), and \(\eta_2 = [0.4961 - 0.8682]^T\). We then compute the corresponding ellipsoids \(\mathcal{F}_0 = \{x_0\} \oplus \Delta \mathcal{F}_0\), \(\mathcal{F}_1 = \{x_0\} \oplus \Delta \mathcal{F}_1\), and \(\mathcal{F}_2 = \{x_0\} \oplus \Delta \mathcal{F}_2\), that bound all possible values that \(\Delta x\) can take, and depict them in Fig. 8. For comparison, we also solve the exact nonlinear power flow equations for different \(w\)’s sampled from \(W\); the corresponding solutions are depicted as points in Fig. 8. Note that the intersection of the ellipsoids obtained from the linearized power flow equations accurately bound the collection of nonlinear power flow solution points. In this case, the minimum-trace ellipsoid \(\mathcal{F}_0\) provides a reasonably accurate approximation for \(\mathcal{X}\). \(\blacksquare\)

**C. Performance Requirements Verification**

In a power system, static performance requirements include constraints in the form of interval ranges on i) the values that system states can take, and/or ii) the values that functions of these states can take. For example, bus voltage magnitudes are generally required to remain within \(\pm 5\%\) of its nominal value. Also, transmission line flows, which can be obtained as a function of the states, are constrained by maximum capacity limits. Thus, once \(\mathcal{X} \approx \{x_0\} \oplus \Delta \mathcal{X}\) is obtained, we can verify (with a confidence level \(\alpha\)) whether a system meets all its performance criteria for the renewable-based generation scenario described by \(W\).

Let \(z = h(x)\) define some performance metric of interest, where \(h : \mathbb{R}^{n+m-1} \rightarrow \mathbb{R}^p\), and let \(\Phi\) denote a set in \(\mathbb{R}^p\) defined by performance requirements. Then, for the system to meet all its performance criteria, the set \(Z\) that results from \(\mathcal{X}\) and the mapping \(h(\cdot)\), i.e., \(Z = \{z : z = h(x)\}, \mathcal{X}\), must be contained in \(\Phi\). As already mentioned, unless \(h(\cdot)\) is linear, mapping a set through a nonlinear function is not an easy task. Therefore, as before, we resort to linearization to obtain \(Z \approx \{z_0\} \oplus \Delta Z\), where \(z_0 = h(x_0)\), and then check whether or not \(\{z_0\} \oplus \Delta Z \subseteq \Phi\).

1) **Requirements on the values that system states can take:**

In this case \(z = x\); thus, performance requirements constrain the values that the state \(x\) can take to some region of the state space \(\Phi\) defined by the symmetric polytope
\[\Phi = \{x : |p_i^T(x - x_0)| \leq 1 \quad \forall i = 1, \ldots, n + m - 1\},\]  
(22)

where \(p_i \in \mathbb{R}^n\) is a unitary vector parallel to the \(i^{th}\) axis. Since \(z = x\), then \(Z = \mathcal{X}\); thus in order to verify that the system meets performance requirements for any \(w \in W\), we need to verify whether or not \(\{x_0\} + \Delta \mathcal{X} \subseteq \Phi\).

There may be situations in which performance requirements are only imposed on \(q \leq n + m - 1\) state variables. In order to capture this situation, we can define \(z = Nx\), where \(N\) is a \(q \times (n + m - 1)\) matrix whose entries are zero or one depending on the entries of \(x\) that correspond to state variables over which performance requirements are imposed. In particular, for each \(i = 1, \ldots, q\), there is some \(l_i\) (corresponding to the variable

![Fig. 8: Four-bus test system: nonlinear power flow solutions and state-bounding ellipsoids.](image-url)
with the general case where \( z \) can take:

\[ \text{The procedure described above can be extended to when visualizing the results of higher-order systems.} \]

In this case, \( N \) is entirely contained within the space defined by voltage excursions in states \( \Delta x \), with

\[ \Delta z = \{ \Delta z : \Delta z = N \Delta x, \ \Delta x \in \Delta \mathcal{X} \}. \]

Then, from (20), it follows that

\[ \Delta z \in \Delta Z \subseteq \bigcap_i \Delta G_i, \quad (23) \]

with \( \Delta G_i = \{ \Delta z : \Delta z^T (N \Delta \Gamma_i N^T)^{-1} \Delta z \leq 1 \} \). By defining \( N \) to be a \( 2 \times (n + m - 1) \) or a \( 3 \times (n + m - 1) \), the resulting \( G_i \)'s are 2- or 3-dimensional ellipsoids—an important consideration when visualizing the results of higher-order systems.

2) Requirements on the values that functions of the states can take: The procedure described above can be extended to the general case where \( z = h(x) \), for some \( h : \mathbb{R}^{n+m-1} \rightarrow \mathbb{R}^p \) defining some performance metrics of interest, e.g., active power flow through transmission lines. In this case, \( \Phi = \{ z : \pi_i^T (z - z_0) \leq 1 \ \forall i = 1, \ldots, p \} \).

\[ \text{where } z_0 = h(x_0), \text{ and } \pi_i \in \mathbb{R}^n \text{ with all its entries equal to zero except for the } i^{th}, \text{ which is equal to one. Now, for } \Delta x = x - x_0 \text{ and } \Delta z = z - z_0, \text{ we have} \]

\[ \Delta z \approx L \Delta x, \quad (25) \]

where \( L = \frac{\partial h}{\partial x}|_{x_0} \). In the particular case when \( h(\cdot) \) relates the system states and line power flows, the entries of the matrix \( T = LM \) are in fact the generation shift factors (see, e.g., [24]). Finally, in this case, we have \( \mathcal{Z} = \{ z_0 \} \oplus \Delta Z \), with \( \Delta Z = \{ \Delta z : \Delta z = L \Delta x, \ \Delta x \in \Delta \mathcal{X} \} \), and the same procedure described in (23), replacing \( N \) by \( L \), can be used to obtain a tight upper bound on \( \Delta Z \).

**Example 5 (Four-bus system):** Consider the four-bus system of Examples 3 and 4. We assess whether or not the excursions in states \( \mathcal{V}_2 \) and \( \mathcal{V}_3 \) violate static performance requirements. By visual inspection of Fig. 8, note that \( \mathcal{F}_0 \) is entirely contained within the space defined by voltage requirements and hence we can conclude that the system does not violate any voltage constraints. Also as expected, the set \( \mathcal{X} \) to which all \( x_0 + \Delta x \) belong is more tightly bounded by the intersection of the ellipsoids \( \mathcal{F}_0, \mathcal{F}_1, \text{ and } \mathcal{F}_2 \) than by \( \mathcal{F}_0 \) alone, as shown in the figure.

Next, we assess whether or not the active power flow through lines 1 (from bus 1 to 2) and 2 (from bus 2 to 3) violate corresponding requirements. The matrix \( T = [t_{ij}] \) of generation shift factors is

\[ T = \begin{bmatrix} -1.0070 & -1.0121 & -1.0265 \\ -0.0005 & -1.0123 & -1.0175 \\ -0.0002 & -0.0007 & -1.0032 \end{bmatrix}, \]

where each entry \( t_{ij} \) represents the sensitivity of the \( i^{th} \) line flow with respect to the active power injection at the \( j^{th} \) bus.

In Fig. 9, we plot the line flow bounding ellipsoid \( \mathcal{F}_0 \), corresponding to the minimum-trace input-bounding ellipsoid \( \mathcal{E}_0 \), along with \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \), corresponding to \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \), respectively. We also plot the exact line flow solution points obtained from the nonlinear power flow equations by sampling the input space; note that all these points are contained in \( \mathcal{F}_0 \) and \( \mathcal{F}_1 \cap \mathcal{F}_2 \).

**D. Asymmetric Input Uncertainty Set**

The input uncertainty model considered so far assumes that \( w \) takes on values in a parallelotope \( \mathcal{W} \) centered around some nominal value \( w_0 \), i.e., there is an underlying symmetry assumption in the bounds around \( w_0 \) that constrain the possible values of power injections of each renewable-based generator.

In this section, we discuss how to extend the ideas presented so far to the case where the bounds constraining \( w \) are not symmetrically centered around \( w_0 \). We generalize the definition of the input set \( \mathcal{W} \) in (3) to be

\[ \mathcal{W} = \{ w : w = w_0 + \sum_{j=1}^{s} \alpha_j g_j, \ \beta_j - 1 \leq \alpha_j \leq \beta_j + 1 \}, \quad (26) \]

where each \( \beta_j \) takes on some value in the interval \([-1, 1]\). Whenever \( \beta_j \neq 0 \) for some \( j \), the resulting set is no longer centered around the nominal value \( w_0 \), i.e., some of the hyperfaces of \( \mathcal{W} \) defining the bounds on \( w \) are no longer equidistant from the center \( w_0 \). As defined in (26), the set \( \mathcal{W} \) can capture, scenarios with asymmetries in the forecast error.

As before, given (13) and the set \( \mathcal{W} \) in (26), the objective is to obtain a set \( \mathcal{X} \) that contains all possible values that \( x \) can take. In order to do so, the ideas discussed in Section III-B can be tailored to the new setting where \( \mathcal{W} \) is no longer centered around \( w_0 \). The first step is to redefine the input set as follows:

\[ \mathcal{W} = \{ w : w = w_0^* + \sum_{j=1}^{s} \gamma_j g_j, \ -1 \leq \gamma_j \leq +1 \}, \quad (27) \]

where \( w_0^* = w_0 + \sum_{j=1}^{s} \beta_j g_j \), i.e., \( \mathcal{W} \) is a parallelotope symmetrically centered around \( w_0^* = w_0 + \sum_{j=1}^{s} \beta_j g_j \). The rest of the procedure is similar to the one described in (14)–(21), with \( w_0^* \) and \( x_0^* \) replacing \( w_0 \) and \( x_0 \), respectively, resulting in

\[ \mathcal{X} \approx \{ x_0^* \} \oplus \Delta \mathcal{X} \subseteq \{ x_0^* \} \oplus \bigcap_i \Delta \mathcal{F}_i, \quad (28) \]

where \( \Delta \mathcal{F}_i \) is as defined in (20) and \( \Delta \mathcal{X} = \{ \Delta x : \Delta x = M \sum_{j=1}^{s} \gamma_j g_j \} \).

**Example 6 (Four-bus system):** Consider the four-bus system introduced in Example 3, with asymmetrical input bounds of \( \beta_1 = 0.286, \beta_2 = -0.5, \text{ and } \beta_3 = 0.167 \) corresponding to \( g_1 = [0.07 \ 0 \ 0]^T, g_2 = [0 \ 0.06 \ 0]^T, \text{ and } g_3 = [0 \ 0 \ 0.12]^T \),

![Fig. 9: Four-bus test system: nonlinear line flow solutions and corresponding bounding ellipsoids.](image-url)
respectively. Applying the procedure just described, we obtain \( w_0^* \) to be \([0.42 \ 0.27 \ 0.52]^T\). We bound the input set \( \mathcal{W} \) with a minimum-volume ellipsoid \( \mathcal{E}_0 \), and two ellipsoids \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) that are tight along the directions defined by \( \eta_1 = \frac{g_1}{\|g_1\|} \) and \( \eta_2 = \frac{g_2}{\|g_2\|} \). In Fig. 10, we plot the resulting bounding ellipsoids \( \mathcal{E}_0, \mathcal{E}_1, \) and \( \mathcal{E}_2, \) along with nonlinear power flow solutions obtained by sampling the input space.

\[ \begin{align*}
E & \quad 2 \quad W \\
\text{that spans the set} & \quad \text{can be justified when the variations in renewable-based power} \\
\text{worst-case variability scenario, i.e., when the power injected} & \quad \text{is sufficiently small such that} \\
\text{values that bus voltage magnitudes and angles can take for the} & \quad \Delta w \approx J_i \Delta x, \text{where} J_i \text{is the power flow Jacobian evaluated} \\
\text{resulting from} & \quad \text{at} x = x_0, \text{i.e., the power flow solution that corresponds to} w_0. \\
\text{in this way, the problem is divided into several subproblems.} & \quad \text{In this example, by considering only single bounding ellipsoids} \\
\text{By applying the same ideas in Section III-B to each} \mathcal{W}_i, & \quad \text{we obtain} \mathcal{X}_i, \text{the set that bounds all bus voltage magnitudes} \\
\text{angles corresponding to variations in} \mathcal{W}_i. & \quad \text{and angles can take as a result of} \mathcal{W} \text{is given by} \\
\text{Finally, the set} \mathcal{X} \text{that bounds all possible values that bus voltage magnitudes} & \quad \mathcal{X} = \bigcup_{i=1}^{l} \mathcal{X}_i. \quad (30)
\end{align*} \]

\[
\begin{align*}
\mathcal{W}_i & = \{ w : w = w_0 + \sum_{j=1}^{s} \alpha_j g_j, \ -1/(2n_j) \leq \alpha_j \leq 1/(2n_j) \} \\
\text{Each} \mathcal{W}_i \text{is constructed, via appropriate choice of} n_j, \text{so that} \\
\text{the variations in} w \text{around} w_0, \text{are sufficiently small such that} \\
\text{angles corresponding to variations in} \mathcal{W}_i. \\
\text{Finally, the set} \mathcal{X} \text{that bounds all possible values that bus voltage magnitudes} \\
\text{and angles can take as a result of} \mathcal{W} \text{is given by} \\
\text{is given by} \\
\end{align*}
\]

\[ \begin{align*}
E & \quad 2 \quad W \\
\text{Very Large Variations in Renewable-Based Power} & \quad \text{Up to this point, we have only considered cases with sufficiently small uncertainty variations in renewable-based power injections around some nominal forecast} w_0, \text{for which the use} \\
\text{a linearization of the power flow equations around} & \quad \text{is justified. This approach} \\
\text{can be justified when the variations in renewable-based power} & \quad \text{can be} \\
\text{injections are interpreted as the forecast error (with some} & \quad \text{introduced for large input variations, we divide the uncertainty} \\
\text{confidence level} \alpha \text{around the nominal forecast} w_0. \text{In some} & \quad \text{interval in each renewable generator into two equal-length} \\
\text{cases, however, we may be interested in characterizing the} & \quad \text{segments such that} \mathcal{W} = \bigcup_{i=1}^{l} \mathcal{W}_i. \text{We then bound each} \mathcal{W}_i \\
\text{values that bus voltage magnitudes and angles can take} & \quad \text{with a minimum-trace ellipsoid} \mathcal{E}_i. \text{The resulting ellipsoids} \\
\text{for the worst-case variability scenario, i.e., when the power injected} & \quad \text{are projected onto the subspace defined by the} P_{g2} P_{g3} \text{plane and} \\
\text{by each renewable-based resource} i \text{can vary between 0} & \quad \text{shown in Fig. 12(a). We have also included the minimum-} \\
\text{and its maximum power output} \pi_i \text{(in this case,} \alpha = 1). \text{In} \\
\text{section, we extend the ideas presented thus far to the cases} & \quad \text{trace bounding ellipsoid for the original uncertainty set} \mathcal{W}, \\
\text{where the variations in} w \text{may not be sufficiently small for} & \quad \mathcal{E}_0, \text{and the nonlinear power flow solutions projected onto the} \\
\text{single linearization around} x_0 \text{approach to be sufficiently} & \quad \text{subspace defined by the} V_2-V_3 \text{plane. From this large variability} \\
\text{accurate.} & \quad \text{case study, we conclude that bounding set} \mathcal{X} \text{can indeed be} \\
\text{Consider the input uncertainty set} \mathcal{W} \text{(a parallelotope) as} & \quad \text{approximated to a high-fidelity by} \mathcal{X} = \bigcup_{i=1}^{l} \mathcal{X}_i \subseteq \bigcup_{i=1}^{l} \mathcal{F}_i. \\
\text{defined in (3); this set can be described as the union of a} & \quad \text{In the detail of Fig. 12(b), we note that one of the} \mathcal{F}_i \text{’s captures} \\
\text{finite collection of} l \text{disjoint subsets} \{ \mathcal{W}_1, \mathcal{W}_2, \ldots, \mathcal{W}_l \}, \text{i.e.,} & \quad \text{one of the nonlinear power flow solution points that} \mathcal{F}_0 \text{fails} \\
\text{\mathcal{W} = \bigcup_{i=1}^{l} \mathcal{W}_i, \text{where} \mathcal{W}_i \cap \mathcal{W}_j = \emptyset, \forall i \neq j. \text{While} } & \quad \text{to capture. Thus the union of the} \mathcal{F}_i \text{’s instead provides a more} \\
\text{the shape of the} \mathcal{W}_i \text{’s could be arbitrary as long as they form} & \quad \text{accurate approximation than the one provided by} \mathcal{F}_0. \\
\text{a partition of} \mathcal{W}, \text{we choose them to be parallelotopes with} & \quad \text{We could also have utilized the ideas presented earlier to} \\
\text{the same shape and orientation as} \mathcal{W} \text{and all of equal size; the} & \quad \text{bound each} \mathcal{W}_i \text{with multiple ellipsoids and take the} \\
\text{idea is graphically depicted in Fig. 11 for a two-dimensional} & \quad \text{intersection of the resulting state-bounding ellipsoids to obtain} \\
\text{set. The centers of all the} \mathcal{W}_i \text{’s can be obtained from (3) and} & \quad \text{an even more accurate upper-bound to each of the sets} \mathcal{X}_i. \text{In} \\
\text{are given by} & \quad \text{this example, by considering only single bounding ellipsoids} \\
\text{C = \{ w : w = w_0 + \sum_{j=1}^{s} \alpha_j g_j, \ \alpha_j = \pm(1+2k)/(2n_j),} & \quad \text{for} \mathcal{W} \text{and the} \mathcal{W}_i \text{’s, we capture negative power injections,} \\
\text{k = 0,1,\ldots,n_j-1\},} & \quad \text{which is not realistic; however, in order to avoid cluttering} \\
\text{where} 2n_j \text{is the number of segments into which the segment} & \quad \text{the figures, we choose not to exercise these ideas.} \]
In this section, we illustrate the concepts developed in Sections II and III by presenting the results for a 34-bus and a 123-bus system. These benchmark test systems, with a power base of 100 kVA and a voltage base of 4.16 kV, are taken from the IEEE PES Distribution System Analysis Subcommittee [25], which are modified to include power injection at a subset of buses. For each case study, we linearize the system, and using set operations, propagate uncertainty in renewable-based generation through the linearized model. Then, we examine the impact of uncertainty on bus voltage magnitudes and angles.

A. 34-bus System

The one-line diagram and complete description for this system can be found in [25]. For this system, we assume that renewable-based electricity resources are installed at buses 3, 7, 10, 15, 18, 23, 27, 29, 30, and 34, with a nominal real power injection of 1 p.u. and an uncertainty of ±50% (±0.5 p.u.) around each nominal value. We bound the power injection space with a minimum-trace ellipsoid and compute the corresponding state-bounding ellipsoid. The resulting ellipsoid is projected onto the $V_2$-$V_{34}$ plane and shown in Fig. 13(a). We also sample the input power injection space and obtain the corresponding solutions of the linearized power flow as well as the exact solutions of the nonlinear power flow and depict them with squares and circles, respectively. As expected, the resulting ellipsoidal bounding set $F_0$ contains all the linearized power flow solutions with the extrema coinciding with the edge of the ellipsoid. The linearization is fairly accurate; only one nonlinear solution corresponding to the lower extreme point of the input sample space is not contained in the linearized solution set. For this case study, we computed the percent error between the voltage magnitudes obtained through linearized power flow and nonlinear power flow for each sample point and found the maximum to be only 3.14%. From the figure, we can also conclude that for the uncertainty levels selected, a portion of the input space maps to a region in the solution state space that violates the voltage constraints of 1.05 p.u., which are depicted with dashed lines.

Now suppose the nominal real power injection is 0.4 p.u. at the same buses and that the uncertainty of the power injections at the affected buses have correlation. Using the notation developed in (3), we present the nonzero entries of the $g_i$’s in Table III (each $g_i$ is a 66-dimensional vector). In this case, we bound the input power injection with a minimum-volume ellipsoid and compute the corresponding state-bounding ellipsoid. The result is shown in Fig. 13(b) along with the linearized and exact nonlinear power flow solutions. We conclude that for the the power injection and uncertainty levels chosen, no voltage magnitude violations for buses 2 and 34 are detected.

Fig. 12: Four-bus input and state ellipsoidal bounds.

Fig. 13: 34-bus system: nonlinear and linearized power flow solutions, and state-bounding ellipsoid projections.
power injections at buses 96, 110, and 123, respectively.

We obtain four bounding ellipsoids for the set containing the
variations in the real power injections with four ellipsoids, one of which, $E_1$, is minimum-trace, and the other three, $E_2$, $E_3$, and $E_3$, are bounding ellipsoids tight in the directions representing the real power injection, the linearization provides an accurate estimate for the nonlinear power flow solutions.

In addition, corresponding to each input ellipsoid described above, we obtain four bounding sets containing the variations in real line flow, whose projections onto $h_2$ (flow on line 2 from bus 2 to 3) and $h_{102}$ (flow on line 102 from bus 73 to 103) are shown in Fig. 14(b). Again, we display the exact line flow quantities computed by sampling the input space (depicted as points). In this case, the intersection of the line flow bounding ellipsoids in Fig. 14(b) contains all line flow variations.

In order to demonstrate the scalability of our method to systems with a large number of uncertain power injections, we have computed the state-bounding ellipsoids for cases where renewable-based electricity resources are installed at 15 buses, 30 buses, 50 buses, and 70 buses. For each of these test cases, we assume that all renewable-based nominal power injections are 1.0 p.u., with variability levels ranging between $\pm 10\%$ ($\pm 0.1$ p.u.) and $\pm 70\%$ ($\pm 0.7$ p.u.). Figure 15 shows the projections of the state-bounding ellipsoids computed from the minimum-trace input-bounding ellipsoids along with the voltage constraint bounds. In addition, for the case with renewable-based generation in 15 buses shown in Fig. 15(a), we include the nonlinear power flow solutions to show that our method does indeed provide a high-fidelity ellipsoidal approximation to the actual reach set. For the other three cases in Figs. 15(b)–15(d), we do not include the nonlinear power flow solutions due to computational power limitations

B. 123-bus System

A full description of the IEEE 123-bus test feeder can be found in [25]. In this case study, we show how the ellipsoidal method can be applied to asymmetrical uncertainties in the forecast. Table IV specifies where renewable-based electricity resources are installed along with their respective nominal power outputs and uncertainties in power injection. After applying the method proposed in Section III-D for handling asymmetrical forecast uncertainties, we bound the set of possible power injections with four ellipsoids, one of which, $E_0$, is minimum-trace, and the other three, $E_1$, $E_2$, and $E_3$, are bounding ellipsoids tight in the directions representing the real power injections at buses 96, 110, and 123, respectively.

Corresponding to each input ellipsoid $E_0$, $E_1$, $E_2$, and $E_3$, we obtain four bounding ellipsoids for the set containing the variations in $x$, whose projections onto the $V_{103}$-$V_{123}$ plane are shown in Fig. 14(a) as $F_0$, $F_1$, $F_2$, and $F_3$, respectively. The intersection of all ellipsoids in Fig. 14(a) provides a tighter bound for the linearized power flow system states than any one ellipsoid alone and is a better approximation for the exact bounding set of the nonlinear power flow system states.

Furthermore, we plot the exact power flow solutions (depicted as circles in Fig. 14(a)) computed by sampling the extrema of the input space. As in the 34-bus case, all of the solution points lie within the intersection of the ellipsoids except for one lower extreme point, which can be attributed to the error resulting from linearization. Again, we computed the maximum error of the voltage magnitudes between the linearized power flow and nonlinear power flow to be only 1.428% for this case study. Therefore, with this particular level of uncertainty in power injection, the linearization provides an accurate estimate for the nonlinear power flow solutions.

<table>
<thead>
<tr>
<th>Bus</th>
<th>80</th>
<th>95</th>
<th>96</th>
<th>103</th>
<th>108</th>
<th>110</th>
<th>115</th>
<th>121</th>
<th>122</th>
<th>123</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Value [p.u.]</td>
<td>1.5</td>
<td>1</td>
<td>1.5</td>
<td>1</td>
<td>1.5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td>Positive Variation [p.u.]</td>
<td>0.4</td>
<td>0.6</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Negative Variation [p.u.]</td>
<td>0.8</td>
<td>0.2</td>
<td>0.7</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.3</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

TABLE IV: 123-bus System: Data for Renewable-Based Asymmetrical Power Injections.

(a) Ellipsoidal bounds and exact solutions of system states.

(b) Ellipsoidal bounds and exact solutions of line flows.

Fig. 14: 123-bus system: nonlinear power flow solutions and projections of state- and line-flow-bounding ellipsoids for asymmetrical power injections.
Fig. 15: 123-bus system: projections of state-bounding ellipsoids for different number of buses with renewable-based power.

of our computer platform (Intel Core 2 Quad 8400 processor at 2.66 GHz). Note that for the cases in Figs. 15(c)–15(d), variability in renewable-based generation may result in voltage violations.

V. Performance Evaluation

In this section, the computation time of our method is evaluated against those of solving the linearized and nonlinear power flows. For the ellipsoidal method, we provide the amount of time required to obtain the minimum-volume ellipsoid enclosing the input uncertainty space \( \mathcal{W} \) and to compute the corresponding state-bounding ellipsoid approximation. The computation times presented for the nonlinear and linearized power flow solutions are for values corresponding to the vertices of \( \mathcal{W} \).

The computation times required for each of the three test cases in Section IV are shown in Table V. As the number of buses increases, the time required to compute the nonlinear power flow solutions corresponding to the vertices of \( \mathcal{W} \) grows much more quickly than that required for the linearized power flow and the ellipsoidal method. Furthermore, although the results are not shown, if interior points of the input space are also sampled, then significantly longer times are required for obtaining the corresponding nonlinear and linearized power flow solution points. Table VI presents a detailed timing breakdown for the ellipsoidal method, which includes the time required to obtain the ellipsoid that bounds the input uncertainty space and to compute the corresponding state-bounding ellipsoid. From the data, it is clear that most of the time spent for the ellipsoidal method involves finding the input-bounding ellipsoid through an optimization algorithm. If the input uncertainty ellipsoid is calculated \( a \text{ priori} \), then the time required for computing the corresponding state-bounding ellipsoid is about an order of magnitude less than that required to obtain linearized power flow solution points.

Table VII shows the average computation times required for computing the input- and state-bounding ellipsoids for the 123-bus system with renewable-based generation in 15, 30, 50, and 70 buses. While we can obtain the nonlinear power flow solutions in a timely fashion (about 3 hours) for up to 15 buses with renewable-generation, our ellipsoidal-based method does not have such scalability restrictions. This observation is evidenced by the computation times for each of the case studies; as the number of uncertainties in the system increases, the computation times for our method remain nearly constant. This observation can be attributed to the fact that as the number of buses with uncertain power injections increases, the size of the shape matrices describing the input- and state-bounding ellipsoids remains the same. Lastly, we want to point out that the times listed in Table VII are several orders of magnitude different from the computation times presented in Table VI because, for the large-scale uncertainty case studies, we have used a different computational method for obtaining the shape matrices of the minimum-trace bounding ellipsoids that takes advantage of the symmetry in the the input uncertainty space.
systems states caused by even deeper penetration levels than terms to obtain more accurate bounds for the variations in regard, we may wish to bound the higher-order Taylor series small-signal approximation to the power flow model. In this incorporate uncertainty in real and reactive power generations which is also quite versatile in the sense that we can easily bounding set. As the number of buses increase, the nonlinear required to establish an accurate approximation to the actual analysis on the linear approximation can be conducted by those considered in the case studies of this paper. An error linear approximations are used and only several ellipsoids are and size of the system. It is computationally attractive since of uncertainty. We have also shown, with a 123-bus test for different power injections associated with various levels of uncertainty. We have also shown, with a 123-bus test case, that our method is scalable with the dimensionality and size of the system. It is computationally attractive since linear approximations are used and only several ellipsoids are required to establish an accurate approximation to the actual bounding set. As the number of buses increase, the nonlinear power flow takes much longer to compute than our method, which is also quite versatile in the sense that we can easily incorporate uncertainty in real and reactive power generations and demands alike.

Further work may include an analysis of the limits of the small-signal approximation to the power flow model. In this regard, we may wish to bound the higher-order Taylor series terms to obtain more accurate bounds for the variations in systems states caused by even deeper penetration levels than those considered in the case studies of this paper. An error analysis on the linear approximation can be conducted by bounding the higher-order terms of a Taylor series expansion with the Lagrange remainder. By including the higher-order terms, we might be able to capture solution points that may lie outside of the set obtained from the linearized model.

VI. CONCLUDING REMARKS

This paper proposes a method to assess the impact of renewable resource electricity generation uncertainty on power system static performance. We model renewable generation as unknown-but-bounded power injections and formulate a set-theoretic method to obtain the worst-case deviations of static system states. This method allows us to determine whether system variables, e.g., bus voltage magnitudes and angles, or functions of these variables, e.g., power flows through transmission lines, remain within specified ranges as dictated by operational requirements.

As shown in the test cases, the set bounding the system states computed with our method matches closely to those obtained from repeatedly solving the nonlinear power flow for different power injections associated with various levels of uncertainty. We have also shown, with a 123-bus test case, that our method is scalable with the dimensionality and size of the system. It is computationally attractive since linear approximations are used and only several ellipsoids are required to establish an accurate approximation to the actual bounding set. As the number of buses increase, the nonlinear power flow takes much longer to compute than our method, which is also quite versatile in the sense that we can easily incorporate uncertainty in real and reactive power generations and demands alike.

Further work may include an analysis of the limits of the small-signal approximation to the power flow model. In this regard, we may wish to bound the higher-order Taylor series terms to obtain more accurate bounds for the variations in systems states caused by even deeper penetration levels than those considered in the case studies of this paper. An error analysis on the linear approximation can be conducted by bounding the higher-order terms of a Taylor series expansion with the Lagrange remainder. By including the higher-order terms, we might be able to capture solution points that may lie outside of the set obtained from the linearized model.
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