Abstract—In this paper, we propose a method to optimally set the tap position of voltage regulation transformers in distribution systems. We cast the problem as a rank-constrained semidefinite program (SDP), in which the transformer tap ratios are captured by (i) introducing a secondary-side 'virtual' bus per transformer, and (ii) constraining the values that these virtual bus voltages can take according to the limits on the tap positions. Then, by relaxing the non-convex rank-1 constraint in the rank-constrained SDP formulation, one obtains a convex SDP problem. The tap positions are determined as the ratio between the primary-side bus voltage and the secondary-side virtual bus voltage that result from the optimal solution of the relaxed SDP, and then rounded to the nearest discrete tap values. To efficiently solve the relaxed SDP, we propose a distributed algorithm based on the Alternating Direction Method of Multipliers (ADMM). We present several case studies with single- and three-phase distribution systems to demonstrate the effectiveness of the distributed ADMM-based algorithm, and compare its results with centralized solution methods.
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I. INTRODUCTION

In power distribution systems, tap-changing under-load (TCUL) transformers are commonly used for regulating voltage. Traditionally, automatic voltage regulators (AVRs) are utilized to control the transformer tap position based on local voltage measurements (see e.g., [1], [2]). While this AVR-based control is effective in achieving local voltage regulation, it is likely not optimal in terms of achieving certain overall system objectives, e.g., minimize power losses and voltage regulation from some reference value. Motivated by this, we propose a framework to determine the transformer tap ratios in distribution systems that is optimal in some sense.

To address the problem described above, we formulate an optimal power flow (OPF), where the transformer tap ratios are included as decision variables and the objective is to minimize the total power losses (although, other objectives can be accomplished as well). In the context of transmission systems, optimal transformer tap setting under the OPF framework has been investigated for decades. For example, in [3], the transformer tap positions are included as discrete variables in the OPF problem, which results in a mixed-integer program (MIP) formulation. Unfortunately, the computational complexity of this formulation grows exponentially as the number of transformers increases, and thus becomes intractable for large systems. To tackle this complexity issue, several papers have proposed to relax transformer tap positions to continuous optimization variables, and then the solutions to the closest discrete valuables (see e.g., [3]–[5]). This alternative approach can yield acceptable performance without incurring the added complexity. However, all of these approaches are restricted to standard OPF formulations, and are known to potentially suffer from the same convergence issues present in traditional iterative solvers.

In this paper, we formulate the OPF problem that arises in the context of voltage regulation in distribution systems as a rank-constrained semidefinite program (SDP), and subsequently obtain a convex SDP problem from the original SDP formulation by dropping the only non-convex rank-1 constraint (see, e.g., [6]–[9]). In general, this rank relaxation is not guaranteed to attain the global minimum, in particular for mesh networks. Interestingly, it has been shown that under some mild conditions, the optimal solution for the relaxed SDP-based OPF problem turns out to be of rank 1 for tree-structured networks, which are typical of radial distribution systems [6]–[8]. In this sense, the rank relaxation scheme is actually guaranteed to attain the global optimum of the original OPF problem. In addition to handling the OPF problem, the SDP-based approach also constitutes a very promising tool to tackle the non-convexity in other monitoring and control applications in power distribution systems.

It is possible to extend the SDP-based OPF approach to include the tap ratios of TCUL transformers by introducing a virtual secondary-side bus per transformer, which in turn will result in additional constraints and decision variables [10]–[12]. However, the TCUL transformer model proposed in [11] is limited due to two issues: (i) the relaxed SDP problem could fail to yield a rank-1 solution, and thus its global optimality is no longer guaranteed; and (ii) it is only applicable to single-phase systems. The first issue arises since the network is equivalently broken into two disconnected parts by introducing virtual buses associated to each transformer, and the network disconnection would lead to multiple solutions of rank 2 [12]. Although an optimal rank-1 solution could be recovered in this case, the conditions for recovering rank-1 solutions are only possible for single-phase systems [11], [12]. As for the second issue, it is well known that distribution systems are unbalanced; this motivates the formulation of the three-phase OPF problem [9]. As it will become more clear later...
on, it is impossible to enforce the phase separation between the primary- and secondary-side buses for the transformer model in [11]. To address this issue, we propose an alternative transformer model by including a highly resistive line between the primary- and secondary-side buses. The proposed method does not introduce additional complexity as compared to [11], but can successfully resolve the two aforementioned issues. Related to our approach, [13] and [14] discuss adding a very small resistance term to the model to handle a similar network disconnection issue due to the presence of ideal transformers. It is worth pointing out that such a method will maintain phase angles between primary- and secondary-side buses, but will return incorrect power transfers; hence it is not deemed effective for modeling transformers.

In order to solve the relaxed SDP problem described earlier, rather than using iterative solvers traditionally used to solve the OPF problem, we are interested in fast distributed solvers to handle the higher computational complexity introduced by the SDP formulation. Distributed methods for solving the OPF problem have been proposed in power systems in a variety of contexts (see, e.g., [7], [9], [15] and the references therein). In particular, the Alternating-Direction Method of Multipliers (ADMM) has been widely used as a simple, yet powerful technique for solving distributed convex optimization problems [16]. This method has been successfully applied in power systems for the dispatch of distributed generation and deferrable loads [9], [15], as well as state estimation [17]. In this paper, we leverage the ADMM to solve the relaxed SDP-based optimal tap problem in a distributed fashion. The ability to perform the optimization tasks in parallel can dramatically reduce computation time and complexity, especially for large-scale systems [15]. Note that the proposed distributed solver can be implemented in a distributed environment or solved centrally and parallelized across several processors.

In this paper, we do not consider the real/reactive power settings of distributed energy resources (DERs) as optimization variables since this is covered extensively in [7]–[9]. However, we could easily incorporate the setting of these devices into our framework as decision variables and modify the constraints and objective function as appropriate. In practice, we envision a two time-scale architecture that categorizes devices as either slow or fast time-scale devices with the idea of controlling them separately. Conventional voltage regulation devices, e.g., TCUL transformers, would be considered slow time-scale devices, whereas power electronic interfaced DERs would be the latter. Then, given that fast (and uncontrolled) changes in DER active generation (consumption) might cause the voltage to deviate from some reference voltage, a second optimization [7] or a feedback control scheme [18], executed at regular intervals (e.g., every minute), could be utilized to determine the active/reactive power setting of controllable DERs. These two time-scale separation ideas have been suggested in [7] and we intend to explore them further.

The remainder of this paper is organized as follows. Section II introduces the system model and formulates the transformer tap-setting optimization problem. In Section III, we rewrite the OPF as a convex SDP, and introduce a modified transformer model that will allow us to extend this framework to a three-phase unbalanced system. The distributed solver is given in Section IV. Section V presents the case studies and concluding remarks are presented in Section VI.

II. PROBLEM FORMULATION

In this section, we first introduce the standard TCUL transformer model in the literature. Then, we describe the power system model adopted in this work and formulate the single-phase optimal power flow (OPF) problem that includes the transformer tap positions as decision variables.

A. Standard Transformer Model

Figure 1(a) shows the standard model of the $t^{th}$ TCUL transformer located on the distribution line segment $(p_t, s_t)$ of some distribution system. Without loss of generality, we assume that the primary side of the transformer is closest to the feeder head, and the admittance for the attached distribution line segment(s) and core losses (which are typically ignored in distribution systems [1], [19]) are referred to the secondary side as $y_{p,t}$. Given the tap ratio $a_t$, this model contains an ideal transformer directly connected to bus $p_t$ and the virtual secondary-side bus $s'_t$ such that $V_{p,t} = a_t V_{s'_t}$. The tap ratio $a_t$ is a discrete variable that typically takes on 33 possible values $\{a_{-16}, \ldots, a_0, \ldots, a_{16}\}$, uniformly distributed around $a_0$ to create a specified range around the rated voltage of the transformer (which corresponds to $a_0$). For instance, the taps can move up and down 16 positions from the nominal tap ratio $a_0 = 1$ with each step corresponding to $5/8\%$ p.u. change. With the typical nominal voltage at 1 p.u., the tap ratio is bounded by $a = \bar{a}_{-16} = 0.9$ and $\bar{a}_{16} = 1.1$. Then, the line current and bus voltage relationships for the circuit in Fig. 1(a), which depend nonlinearly on the tap ratio, are

$$ I_{p,t} = \begin{bmatrix} y_{p,t} s_t / a_t^2 & -y_{p,t} s_t / a_t & V_{p,t} \end{bmatrix} \begin{bmatrix} I_{p,t} \\ V_{p,t} \\ V_{s'_t} \end{bmatrix} . \tag{1} $$

Figure 1(b) shows an equivalent model to the one in Fig. 1(a) that removes the ideal transformer entirely and augments the network with the virtual bus $s'_t$. We treat the
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buses $p_t$ and $s'_t$ as though they are electrically disconnected and introduce an additional variable $S_{p_t s'_t}$ to account for the power transferred across the removed ideal transformer, e.g., buses $p_t$ and $s'_t$ will have a net injection of $-S_{p_t s'_t}$ and $S_{p_t s'_t}$, respectively. Unlike the model in (1), the primary/secondary power is independent of the tap ratio. The key advantages of this alternative model are that: (i) the tap ratio is only necessary in order to define the secondary-side bus voltage as $V_{s'_t} = V_{p_t}/a_t$, and (ii) the admittance matrix for the equivalent circuit will remain constant. Hence, in the remainder of the paper we will use the primary/secondary power relationship of the alternative transformer model in Fig. 1(b). Note that transformers with fixed turn ratios are easily incorporated by modifying the admittance matrix $Y$ as described by (1).

B. Power System Model

Consider an $n$-bus power system that has $r$ TCUL transformers. Let $T := \{1, \ldots, r\}$ denote the set of transformers. The set of buses incident to the primary-side of a transformer is defined as $N_p := \{p_t \mid t \in T\}$; similarly, for buses incident to the secondary side, we have that $N_s := \{s_t \mid t \in T\}$. Additionally, the set of virtual buses (introduced in the equivalent transformer model in Fig. 1(b)) is defined as $N'_v := \{s'_t \mid t \in T\}$. The remaining $m$ system buses define the set $N := \{1, 2, \ldots, m\}$. Thus, the set of physical buses will be

$$N = N_p \cup N_v \cup N_s,$$

and the set of buses in the augmented network created by adding the virtual buses is

$$N_a = N \cup N'_v,$$

where $|N_a| = n + r$.

The edge-set that represents the set of distribution line segments (which could contain conductors for single-, two-, or three-phase circuits) is $E \subseteq N_a \times N_a$ such that $(i, k) \in E$ is the distribution line between buses $i$ and $k$. The admittance matrix for the single-phase network $Y \in \mathbb{C}^{(n+r) \times (n+r)}$ will reflect the topology of the augmented network. Furthermore, we define the set $S_{p_s} := \{S_{p_s} \mid t \in T\}$ as the power transferred through the transformers. This balanced single-phase model will be extended to the general unbalanced three-phase case in Section III-D.

Finally, in order to include the equivalent transformer model in Fig. 1(b), the power flow equations will be formulated depending on the type of bus as follows:

1) No transformer incident to a bus: Consider the case when there are no transformers incident to bus $i$. Let $H_i := \{i\} \cup \{k \mid (i, k) \in E\}$ be the set of buses electrically connected to bus $i$, which has no transformers incident to it. Then, the power injected in bus $i$ is

$$S_i = S_i^g - S_i^l = \sum_{k \in H_i} [Y^*]_{ik} V_i V_k^*, \forall i \in N \setminus N_p,$$

where the generation $S_i^g$ and load $S_i^l$ are positive quantities.

2) Transformer incident to a bus: As shown in Fig. 1(b), we track the power across the transformer via $S_{p_s} = y_{p_s} V_{p_s} V_{s_t}^*$, and capture the tap ratio with the voltage relationship $V_{s'_t} = V_{p_t}/a_t$. If bus $i$ is incident to the primary-side of a transformer, then the corresponding power flow equation becomes

$$S_{p_t} - S_{p_t s'_t} = \sum_{k \in H_{p_t}} [Y^*]_{p_t k} V_{p_t} V_k^*, \forall t \in T,$$  \hspace{1cm} (5)

or, for the virtual secondary-side bus, we have that

$$S_{p_t s'_t} = \sum_{k \in H_{s'_t}} [Y^*]_{s'_t k} V_{s'_t} V_k^*, \forall t \in T.$$  \hspace{1cm} (6)

Note that the secondary-side buses in $N_s$ are no longer directly incident to transformers as in the circuit model in Fig. 1(a).

C. Transformer Tap Ratio Optimization

Next, we formulate an OPF problem, the solution of which will provide the tap settings of the TCUL transformer in the network. As mentioned earlier, the discrete tap positions lead to an MIP formulation and its complexity grows exponentially with the number of TCUL transformers [3]. To tackle this, we relax the values that the discrete transformer tap ratio $a_t \in \{a_1, \ldots, a_m\}$ can take, and allow $a_t$ to take values on the continuous interval $[\underline{a}, \overline{a}]$. Once the optimal $a_t$ is obtained, it will be rounded to the closest discrete value in $\{a_1, \ldots, a_m\}$.

Given some operational objective function $f(V, a)$, which we describe in detail later in Section III-C, defined over the system voltages $V \in \mathbb{C}^{n+1}$, and by letting tap ratios $a \in \mathbb{R}^r$ denote the vector of transformer tap ratios, the OPF problem of interest can be formulated as follows:

$$\min_{V, a, S_{p_s}} f(V, a, S_{p_s})$$  \hspace{1cm} (7a)

such that

$$\sum_{k \in H_i} [Y^*]_{ik} V_i V_k^* = S_i, \forall i \in N \setminus N_p,$$  \hspace{1cm} (7b)

$$\sum_{k \in H_{p_t}} [Y^*]_{p_t k} V_{p_t} V_k^* - S_{p_t} + S_{p_t s'_t} = 0, \forall t \in T,$$  \hspace{1cm} (7c)

$$\sum_{k \in H_{s'_t}} [Y^*]_{s'_t k} V_{s'_t} V_k^* - S_{p_t s'_t} = 0, \forall t \in T,$$  \hspace{1cm} (7d)

$$V_{p_t} - a_t V_{s'_t} = 0, \forall t \in T,$$  \hspace{1cm} (7e)

and

$$\underline{a} \leq a_t \leq \overline{a}, \forall t \in T.$$  \hspace{1cm} (7g)

The high granularity of the available tap positions enables the continuous tap-ratio representation approach to yield acceptable results without incurring the added complexity of an MIP formulation [3]–[5]. However, the optimization problem in (7) is still challenging due to the nonlinearity in the power flow equations, as captured by constraints (7b)-(7d). Hence, the ensuing section will introduce additional relaxations to handle these nonlinearities in the power flow model.
III. Convex Relaxation

In this section, we first reformulate the non-convex OPF problem in (7) into matrix form. Then, we review a modified transformer model that we proposed in [12]; this model will allow us to handle three-phase unbalanced OPF. Finally, we use the modified transformer model to develop the convex relaxation of the matrix-based OPF formulation in (7).

A. Matrix-Based OPF Formulation

Motivated by the convex relaxation approach in [10]–[12], we will reformulate (7) as an equivalent semidefinite program (SDP). To this end, the complex power injection at bus $i \in \mathcal{N}$ is given by

$$S_i = V_i \sum_{k \in \mathcal{H}_i} [Y^*]_{ik} V_k^*, \quad (8)$$

where $S,V \in \mathbb{C}^{n+r}$. We define $W \in \mathbb{C}^{(n+r) \times (n+r)}$ as

$$W = VV^H = \begin{bmatrix} V_1^2 & \cdots & V_1 V_{n+r}^\dagger \\ \vdots & \ddots & \vdots \\ V_{n+r}^2 & \cdots & V_{n+r}^2 \end{bmatrix}, \quad (9)$$

where $W$ is a positive semidefinite (PSD) matrix ($W \succeq 0$) with rank 1. Interestingly, the complex power in (8) is linearly related to the entries of $W$ as follows:

$$S_i = \text{Tr}(H_i W), \quad (10)$$

with $H_i := Y^H E_i$, where $E_i := e_i e_i^T$ and $e_i$ is a vector with all entries equal to zero except the $i^{th}$ one that is equal to one. Furthermore, the complex power flowing from bus $i$ to $k$ over line $(i,k) \in \mathcal{E}$ is given by

$$S_{ik} = \text{Tr}(A_{ik} W), \quad (11)$$

where $A_{ik} := -e_k^T Y^H e_i E_{ik}^*$ and $E_{ik} := (e_i - e_k) e_k^T$.

We remove the tap ratio from the voltage relationship in (7e) and (7g) by constraining the voltage on the secondary-side of the transformer relative to the primary side, i.e.,

$$\bar{z}^2 V_{pt}^2 \leq V_{st}^2 \leq \bar{z}^2 V_{pt}^2. \quad (12)$$

Therefore, the equivalent matrix formulation of the problem in (7) is as follows:

$$\min_{W \succeq 0} f(W) \quad (13a)$$

such that

$$\text{Tr}(H_i W) - S_i = 0, \quad \forall i \in \mathcal{N} \setminus \mathcal{N}_p \quad (13b)$$

$$\text{Tr}(H_{pt} W) - S_{pt} + S_{ps} = 0, \quad \forall t \in \mathcal{T} \quad (13c)$$

$$\text{Tr}(H_{st} W) - S_{ps} = 0, \quad \forall t \in \mathcal{T} \quad (13d)$$

and

$$A_{11} \leq |W|_{ii} \leq A_{12}, \quad \forall i \in \mathcal{N} \quad (13e)$$

$$\bar{z}^2 |W|_{pt}^2 \leq |W|_{st}^2 \leq \bar{z}^2 |W|_{pt}^2, \quad \forall t \in \mathcal{T} \quad (13f)$$

and

$$|W|_{pt} \geq |W|_{st} \geq \bar{z}^2 |W|_{pt}, \quad \forall t \in \mathcal{T} \quad (13g)$$

$$\text{rank}(W) = 1. \quad (13h)$$

The constraint (13g) ensures that $V_{pt}$ and $V_{st}$ have the same phase angle. Once the solution to (13) is obtained, the tap ratio $a_t$ of transformer $t$ can be determined using the bus voltage ratio as follows:

$$a_t = \sqrt{V_{pt}^2 / V_{st}^2} = \sqrt{|W|_{pt} / |W|_{st}^2}. \quad (14)$$

B. Non-ideal Transformer Model

As it will be discussed in detail in Section III-C, the optimization problem in (13) can be relaxed to a convex one by dropping the rank-1 constraint [7]–[9]. For distribution networks, it has been shown in [7] that this relaxation approach would yield a rank-1 solution; therefore, achieving the global optimum of the original problem. As pointed out in [12], the transformer model in Fig. 1(b) results in two electrically disconnected networks. Accordingly, it has been shown that the solution to the relaxed problem could be of higher-rank, albeit with no loss of optimality as compared to the original problem. However, the higher-rank solution leads to an arbitrary phase angle difference between the primary-side bus and downstream buses. Such phase angle ambiguity would significantly complicate the analysis of the three-phase system, since the angle separation among the three phases can no longer be enforced at the virtual secondary bus.

The issue discussed here can be resolved by introducing the modified transformer model shown in Fig. 2, where we place an impedance $z_t$ between $p_t$ and $s_t'$ of the ideal transformer introduced earlier to ‘re-connect’ the network. Choosing an appropriate value of $z_t$ will ensure that the power flow in the modified model almost mimics that of an electrically disconnected network. As detailed later, this modification would help maintain the phase angle consistency on both sides of the transformer; i.e., $\theta_{pt} \approx \theta_{s't}$. This is highly attractive since it allows one to solve an equivalent convex formulation of the original OPF problem in (7), while enforcing the correct phase shift for the transformers. This is especially important to extend the OPF framework to three-phase systems where the phase separation is lost with the disconnected network.

As discussed in detail in Section V-C, we found via numerical simulations that there can be a large range of values for $z_t$ that yield solutions that are sufficiently accurate. However, if $|z_t|$ is too small, the augmented network admittance matrix $Y$ could be problematic as the entries corresponding to $(p_t, s_t')$ become much larger compared to the rest. Although a small $|z_t|$ maintains $\theta_{pt} \approx \theta_{s't}$, the power flow through $z_t$ will become comparable to $S_{ps}$, and thus the system power flow would be different from the original ideal transformer model. On the other hand, if $|z_t|$ becomes too large, then the system behavior begins to mirror the original disconnected case with ideal transformers. The latter scenario will result in a solution.
that has a rank greater than one. The value of $|z_t|$ needs to be chosen within a specific range, which can vary based on the system and the gains in the cost function. Interestingly, all of our numerical simulations corroborated that a $z_t$ with a resistance value of several orders of magnitude (around 2-3 orders for our test systems) larger than the neighboring distribution line segments yielded the best results.

C. Rank-Relaxed Convex OPF

We apply the modifications to the transformer model as described in Section III.B and relax the rank-1 constraint in (13) to get a rank-relaxed convex OPF of the form:

$$\min_{W \succeq 0, S_{p,s}} f(W)$$

such that

$$\text{Tr}(H_1 W) - S_i = 0, \quad \forall i \in \mathcal{N} \setminus \mathcal{N}_p$$

$$\text{Tr}(H_{p,s} W) - S_{p,s} = 0, \quad \forall t \in \mathcal{T}$$

$$\text{Tr}(H_{s,t} W) - S_{p,s} = 0, \quad \forall t \in \mathcal{T}$$

and

$$\|V\|^2 \leq [W]_{ii} \leq \|V\|^2, \quad \forall i \in \mathcal{N}$$

$$\|W_{p,s}\|^2 \leq \|W_{s,t}'\|^2 \leq \alpha^2 [W]_{p,p}, \quad \forall t \in \mathcal{T}$$

where $H$ incorporates the non-ideal transformer model and (13g) is dropped since the network is connected. The rank-relaxed SDP formulation in (15) is guaranteed to achieve the global optimality of the non-convex tap setting problem with the rank constraint.

The objective function $f(W)$ includes a term that captures system losses, which is necessary to ensure that a rank-1 solution can be obtained from the relaxed problem [7]–[9], [11]. It may also include additional terms to capture voltage tracking objectives and power factor targets. The discussion above can be formalized by considering an objective function of the form

$$f(W) = f_0(W) + \sum_i f_i(W)$$

where

$$f_0(W) = \sum_{i \in \mathcal{N}} \sum_{k \in \mathcal{N}_i} \text{Re}\left\{\text{Tr}\left(\hat{A}_{ik} W\right)\right\}$$

which captures the total losses of all distribution line segments. The additional penalty terms in (16), $f_i(W)$, could be chosen so as to achieve other objectives of interest; next, we discuss a few possible choices.

If a given network has considerable distributed generation, minimizing line losses may not reduce the total demand at the (sub)transmission substation. This can be easily addressed by including a penalty term in (16) of the form

$$f_i(W) = \alpha \text{Re}\left\{\text{Tr}\left(\hat{H}_{f,s} W\right)\right\}$$

where $\alpha$ is a positive weighting factor.

Additionally, to minimize voltage magnitude deviations from a specified $V_{i,ref}$, we can include a penalty term in (16) of the form

$$f_2(W) = \sum_{i \in \mathcal{N}} w_i \left(\left(V_{i,ref}^2 - [W]_{ii}\right)^2\right),$$

where $\{w_i\}$ are the positive weighting factors per bus $i$ [20]. The weights themselves should be chosen based on: (i) the distance between the bus and the feeder, and (ii) buses that are prone to voltage violations. Intuitively, buses near the end of the (sub)lateral should be weighted more than those near the feeder in traditional radial distribution networks of unidirectional power flow.

Finally, utilities aim at operating distribution systems with a unity power factor at the feeder head. Motivated by this, the reactive power injection to the feeder head bus can be penalized by

$$f_3(W) = \beta \text{Im}\left\{\text{Tr}\left(\hat{H}_{f,s} W\right)\right\},$$

where $\beta$ is a positive weighting factor.

Note that the candidate cost functions introduced are separable among all the buses, this will facilitate the development of the distributed solver as detailed soon in Section IV.

D. Extension to Three-Phase Unbalanced Systems

So far, we assumed balanced operation, which reduced the system model to a per-phase equivalent; however, distribution systems are inherently unbalanced with untransposed distribution lines and have single-, two-, and three-phase radial feeds; therefore, a three-phase system extension of the ideas discussed so far is well motivated. The authors in [9] discuss extending the SDP relaxation OPF approach to three-phase unbalanced systems; our work focuses on incorporating three-phase TCUL transformers into such formulation. For a single-phase system, a rank-1 exact solution can be recovered even though the relaxed OPF in (13), the formulation of which is based on the ideal transformer model in Fig. 1(b), has higher-rank solutions. The additional constraints on the transformer (13g) will ensure a zero phase angle difference between the primary- and secondary-side bus voltages of that particular phase; however, the phase angles of buses downstream of the secondary-side bus are not dependent on the primary side of the transformer. In a multi-phase network, this implies that there is no constraint that enforces the angle difference between phases, i.e., $\theta_a - \theta_b \approx 120^\circ$. We can maintain this phase separation by:

(i) reconnecting the network by using the non-ideal transformer model we propose in Section III-B, or

(ii) constraining the off-diagonal entries of the submatrices $W_{p,p_t}$ and $W_{s,t}'$ associated with the primary and secondary sides of the transformer.

The issue with (ii) is that the constraints turn out to be highly non-linear in $W$, which impedes us from incorporating them into the SDP OPF formulation in (15), which is why we chose to pursue solution (i).
We will use the proper phase separation. We will use every tap individually and maintain the transformer will be neglected [1], and we will assume that each phase can independently regulate its secondary-side virtual bus voltage. Thus, we can optimize every tap individually and maintain the notational consistency with the earlier single-phase (one-line) case. The only difference lies in that the dimension of the counterpart vectors to accommodate the three phases. For example, the three-phase line admittance is a block $y_{ik} \in \mathbb{C}^{3 \times 3}$, as compared to $y_{ik} \in \mathbb{C}$ for single-phase cases. This way, all the analysis and problem formulation so far carries over by defining $W_{3i} = V_{3i} V_{3i}^H$. The power flow equations will remain unchanged where we have an (in)equality constraint per phase; however, the mutual impedances of the untransposed lines makes it more complicated to compute the line losses compared to (17). To this end, let $\vec{e}_i \in [V_{3i}]$ be the vector with all entries equal to zero except the entries corresponding to each phase present at bus $i$ are set to one. Define the matrices $G$ and $K$ as

$$G = \text{diag}(\vec{e}_1) Y^H \text{diag}(\vec{e}_2) + \text{diag}(\vec{e}_2) Y^H \text{diag}(\vec{e}_1)$$

and

$$[K]_{ij} = \begin{cases} -1, & \hat{e}_{1p}, i = \hat{e}_{2p}, j = 1, p = \{a, b, c\} \\ 1, & i = j, \\ 0, & \text{otherwise}, \end{cases}$$

(21)

where $\hat{e}_{ip}$ is the vector $\vec{e}_i$ conditioned on phase $p$, i.e., the vector contains a single nonzero entry corresponding to the entry for phase $p$ of bus $i$. Thus, we update the line loss coefficient matrix $A_{ik}$ with

$$A_{ik} = GK$$

(23)

to capture the total losses across each distribution line segment.

IV. DISTRIBUTED SOLVER

It is well known that centralized algorithms for solving the SDP problem in (13) are not suitable for large systems (see, e.g., [16]). To address this issue, we propose the use of the Alternating Direction Method-of-Multipliers (ADMM), which allows for an efficient distributed solution to the convex SDP problem in (15). The ADMM is proven to be a powerful distributed optimization method and offers many benefits [16]. In particular, with ADMM, the complexity of the SDP problem scales with the sub-area size rather than with the full network size, and the communication architecture is simpler than that of a centralized scheme. Suppose we partition the system into two areas; Fig. 4 shows a topographical view of the submatrices $W(1)$, $W(2)$ and the boundary conditions $W_{1,2} = W_{2,1}$. The computational complexity per iteration using the popular interior point method for our SDP problem (15) scales with the fourth-order in the size of matrix $W$, or equivalently the number of system buses (see, e.g., [21]). For large systems, small partitions will provide significant savings in the number of optimization variables as depicted by the empty off-diagonal blocks in Fig. 4; however, the increased number of boundary conditions will require more super-iterations for convergence to a solution.

ADMM iteratively minimizes the augmented Lagrangian over three types of variables: (i) the primary variables, i.e., the bus voltages and transformer power transfers; (ii) the auxiliary variables that are used to enforce boundary conditions among neighboring areas; and (iii) the multipliers for dualizing the relaxed problem. The Lagrangian is designed to be separable relative to each type of variable so that we can cyclically minimize with respect to one variable type while fixing the others. This allows us to solve the problem distributedly and achieve convergence to the same solution obtained with a centralized solver [16].

We begin by partitioning the system into $P := \{1, 2, \ldots, L\}$ areas such that $\bigcup_{i=1}^L A^{(i)} = \mathbb{N}_L$, $\bigcap_{i=1}^L A^{(i)} = \emptyset$, and $|A^{(i)}| \geq 1$ for all $i$. To include the coupled buses, each area $A^{(i)}$ needs to be augmented, and the extended area is $\tilde{A}^{(i)} := A^{(i)} \cup \{y \mid (x, y) \in E, x \in A^{(j)}, y \in A^{(j)}, i \neq j\}$. Then, the neighbors of area $\tilde{A}^{(i)}$ are defined as $\tilde{M}^{(i)} := \{j \mid \tilde{A}^{(i)} \cap \tilde{A}^{(j)} \neq \emptyset\}$. For area $\tilde{A}^{(i)}$, let $W^{(i)} \in \mathbb{C}^{|A^{(i)}| \times |A^{(i)}|}$ denote the corresponding local matrix for the outer product of the bus voltages, e.g., the $|A^{(i)}| \times |A^{(i)}|$ submatrices of $W$ corresponding to area $i$.

To enforce consistency between partitions, boundary conditions are required to constrain the submatrices $W^{(i,j)} = W^{(j,i)} \in \mathbb{C}^{2 \times 2}$ for single phase ($C^{6 \times 6}$ for three phase)
\[ \mathcal{L}_c(\cdot) = \sum_{i \in \mathcal{P}} f(i) \left( W(i) \right) + \sum_{k \in \mathcal{M}(i)} \left[ \text{Tr} \left( \left( \Gamma(i,j) \right)^T \left( \text{Re} \left( W(i,j) \right) - R(i,j) \right) \right) + \frac{c}{2} \left\| \text{Re} \left( W(i,j) \right) - R(i,j) \right\|_F^2 \right] \]

\[ + \text{Tr} \left( \left( \Lambda(i,j) \right)^T \left( \text{Im} \left( W(i,j) \right) - X(i,j) \right) \right) + \frac{c}{2} \left\| \text{Re} \left( W(i,j) \right) - X(i,j) \right\|_F^2 \right] \]

(25)

associated with the overlap between neighboring areas. We define the auxiliary variables for the boundary conditions of the local optimization as \( E(i,j), F(i,j) \in \mathbb{R}^{2 \times 2} \) (similarly \( \mathbb{R}^{6 \times 6} \) for the three-phase case). These variables \( E(i,j) \) (\( F(i,j) \)) are used to enforce the real (imaginary) part of the submatrix equality boundary condition on bus voltages. Note that without the auxiliary variables, our problem would not be separable with respect to each \( W(i) \).

For each area we also define \( B(i) \), which captures the set of sub-matrices that satisfy the local power flow and voltage constraints described in (15b)–(15f) for area \( \mathcal{A}(i) \). Given that all of the cost functions in Section III-C are separable per area, we can rewrite the global minimization problem in (15) as

\[ \min_{W(i) \geq 0} \sum_{i \in \mathcal{P}} f(i) \left( W(i) \right) \]

such that

\[ W(i) \in B(i), \forall i \in \mathcal{P}, \]

and

\[ \text{Re} \left( W(i,j) \right) - E(i,j) = 0, \forall j \in \mathcal{M}(i), \]

\[ \text{Im} \left( W(i,j) \right) - F(i,j) = 0, \forall j \in \mathcal{M}(i), \]

where

\[ E(i,j) - E(j,i) = 0, \forall j \in \mathcal{M}(i), \]

\[ F(i,j) - F(j,i) = 0, \forall j \in \mathcal{M}(i). \]

(24)

We leverage the relations in (24e) and (24f) when formulating the update rules of the distributed algorithm, but they are not enforced directly in the optimization problem. Note that the primary- and virtual secondary-side buses of a transformer cannot reside in two different areas. In our system model, we assume that the transformer \( t \) is attached at \( p_t \), and that \( \{p_t, s_t\} \) are effectively the same physical bus; thus, its behavior is completely captured by \( B(i) \) where \( p_t \in \mathcal{A}(i) \), and the boundary conditions will be enforced between buses \( s_t \) and \( s_t \).

A. Augmented Lagrangian

Let \( \Gamma(i,j), \Lambda(i,j) \in \mathbb{R}^{2 \times 2} \) denote the Lagrange multipliers associated with the equality constraints in (24c) and (24d), respectively, where \( c > 0 \) is the penalty coefficient. The augmented Lagrangian function for (24) is given in (25) at the top of this page, and is clearly separable among the three groups of variables such that

\[ \mathcal{L}_c(\cdot) = \sum_{i \in \mathcal{P}} \mathcal{L}_c(i)(\cdot). \]

Then, we can cyclically optimize the augmented Lagrangian \( \mathcal{L}_c(\cdot) \) with respect to one of the groups of variables while holding the others constant with the following three-step update rule for the \( k \)th iteration:

[S1.] Primal Variables Update: We take the infimum of \( \mathcal{L}_c(\cdot) \) with respect to the primal variables, and update them as

\[ W(i)[k] = \arg \min_{W(i) \in B(i), W(i) \geq 0} \mathcal{L}_c(i)(\cdot), \]

which is dependent of the dual variables \( \Gamma(i,j)[k-1] \) and \( \Lambda(i,j)[k-1] \), and the boundary conditions \( E(i,j)[k-1] \) and \( F(i,j)[k-1] \).

[S2.] Auxiliary Variables Update: Recall that \( E(i,j) = E(j,i) \) and \( F(i,j) = F(j,i) \), also note that \( \Lambda(i,j) = -\Lambda(j,i) \); then

\[ \nabla_{E(i,j)} \mathcal{L}_c(i)(\cdot) = \text{Re} \left( W(i,j) + W(j,i) \right) - 2E(i,j) = 0, \]

\[ \nabla_{F(i,j)} \mathcal{L}_c(i)(\cdot) = \text{Im} \left( W(i,j) + W(j,i) \right) - 2F(i,j) = 0. \]

We update the auxiliary variables with

\[ E(i,j)[k] = \frac{1}{2} \text{Re} \left( W(i,j)[k] + W(j,i)[k] \right), \]

\[ F(i,j)[k] = \frac{1}{2} \text{Im} \left( W(i,j)[k] + W(j,i)[k] \right), \]

for \( j \in \mathcal{M}(i). \)

[S3.] Multipliers Update: The gradient for the \( \mathcal{L}(\cdot) \) with respect to the dual variables is

\[ \nabla_{\Gamma(i,j)} \mathcal{L}_c(i)(\cdot) = \text{Re} \left( W(i,j) \right) - E(i,j), \]

\[ \nabla_{\Lambda(i,j)} \mathcal{L}_c(i)(\cdot) = \text{Im} \left( W(i,j) \right) - F(i,j). \]

We initialize all the multipliers to zero; then, we solve the dual variables using an ascent method and apply (30)–(31). Thus, for \( j \in \mathcal{M}(i) \), the update rules for the dual variables are

\[ \Gamma(i,j)[k] = \Gamma(i,j)[k-1] + \frac{c}{2} \text{Re} \left( W(i,j)[k] - W(j,i)[k] \right), \]

\[ \Lambda(i,j)[k] = \Lambda(i,j)[k-1] + \frac{c}{2} \text{Im} \left( W(i,j)[k] - W(j,i)[k] \right). \]

Note that it follows naturally that \( \Gamma(i,j) = -\Gamma(j,i) \) and \( \Lambda(i,j) = -\Lambda(j,i) \).

Although Steps S1-S3 are formulated for the single-phase problem, they can easily be extended to solve three-phase unbalanced systems as well by accounting for all phase voltages per bus. The detailed extension is omitted here for brevity; however, the numerical results presented in the next section include this extension.
V. Case Studies

In this section, we illustrate the ability of the distributed, ADMM-based algorithm proposed in Section IV to optimally set TCUL tap positions for both single- and three-phase cases of a 15-bus network. We also demonstrate the effectiveness of the algorithm on the IEEE 123-bus test system [19]. In all our studies, the voltage magnitude inequality constraints for all cases are limited to 1 p.u. ± 4.8%, rather than the common ± 5% to account for discrepancies associated with rounding to nearest discrete tap position.

We performed the simulations in MATLAB using the CVX package [22] with the symmetric cone solver SeDuMi [23]. This software package was used to solve the centralized problem and to update the primal variables \( W \) this software package [22] with the symmetric cone solver SeDuMi [23]. This software package was used to solve the centralized problem and to update the primal variables \( W \) in step S1 of the distributed algorithm.

While in Section III-C we provided several penalty terms for different performance objectives, the cost function used in the case studies in Sections V-A and V-B only considers the distribution line losses as defined in (17), i.e., \( f(W) = f_0(W) \).

A. 15-Bus Distribution System

We begin with the 15-bus network shown in Fig. 5, which we derived from the IEEE 13-bus—a three-phase, unbalanced distribution system, (see, e.g., [1], [19]). The system has a three-phase voltage regulation transformer between buses 650 and 632. The rest of the system contains single-, two-, and three-phase sublaterals. Buses 650 and 651 were added between the feeder and the transformer so that the transformer was not directly connected to the slack bus. Bus 693 was added to account for the distributed load along line (632, 671), and bus 692 was removed since it corresponds to a closed switch connected between buses 671 and 675.

In Fig. 5, busses are color coded for areas \( \bar{A}^{(1)} \) and \( \bar{A}^{(2)} \); the extended areas \( \bar{A}^{(1)} \) and \( \bar{A}^{(2)} \) are distinguished by the dashed lines circling the areas. The overlap occurs at buses 632 and 693 where \( W^{(1,2)} \in \mathbb{C}^{2 \times 2} \) for the 14-bus single-phase case and \( W^{(1,2)} \in \mathbb{C}^{6 \times 6} \) for the following three-phase case.

1) Single-Phase Results: For the single-phase system, we isolate phase C from Fig. 5 since it is the dominant phase of the 15-bus network, and create a 14-bus single-phase case that excludes bus 652 from the network topology since phase C is not present on that bus. The results obtained using: (i) a centralized algorithm, (ii) our distributed algorithm, and (iii) an exhaustive search where we enumerate all of the possible tap ratio combinations are shown in Table I. All three methods return the same optimal tap position. The exhaustive search uses an ideal transformer model and the difference in the cost function \( f(W) \) compared to the other two methods is due to the loss \( S_t \) through the non-ideal transformer model.

Figures 6(a) and 6(b) show the evolution of the area cost functions and the corresponding tap ratio for \( c = 60 \). Notice that the optimal position occurs near iteration 250 where the global \( f(W) \) remains relatively unchanged after iteration 125, so there are several tap ratios that will result in acceptable

---

**Table I: Single-Phase 14-Bus Network**

<table>
<thead>
<tr>
<th></th>
<th>Centralized OPF</th>
<th>Distributed OPF</th>
<th>Exhaustive Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(W) )</td>
<td>0.559</td>
<td>0.466, 0.094</td>
<td>0.554</td>
</tr>
<tr>
<td>(</td>
<td>V_p</td>
<td>) 1.007</td>
<td>1.007</td>
</tr>
<tr>
<td>(</td>
<td>V_q</td>
<td>) 1.060</td>
<td>1.060</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>) 1.048</td>
<td>1.048</td>
</tr>
<tr>
<td>( S_{pu} s_p' ) 11.05 ( + j4.01 )</td>
<td>11.04 ( + j4.01 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_t ) 0.005</td>
<td>0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tap</td>
<td>-8</td>
<td>-8</td>
<td>-8</td>
</tr>
<tr>
<td>CPU Time</td>
<td>0.8 s</td>
<td></td>
<td>0.1 s</td>
</tr>
</tbody>
</table>

Figure 5: 15-Bus unbalanced distribution system.

Figure 6: 14-bus, single-phase results.
solutions. Figure 6(c) shows the effect of changing the penalty parameter \( c \). For the 14-bus network, the fastest convergence occurs when \( c \approx 30 \).

2) Three-Phase Results: In the centralized case, the 15-bus, three-phase unbalanced system problem will have 1763 optimization variables since \( W \in \mathbb{C}^{41 \times 41} \). In contrast, the distributed case has a 21.8% reduction for a combined total of 1379 variables (910 for area 1 and 469 for area 2). The results for the three-phase case are listed in Table II with the progress of the distributed algorithm displayed in Fig. 7. The solutions to the relaxed problem (incorporating the non-ideal transformer model) obtained with the centralized and distributed solvers yielded the same tap positions of \( \{-7, -8, -6\} \). The exhaustive search solution yielded a different result for phase A, with the final tap positions being \( \{-6, -8, -6\} \). However, if we check the centralized and distributed result by solving the power flow equations, we found the solution to be acceptable. Similar to the single-phase case, there are several solutions around the selected tap positions with nearly the same costs for the objective function.

From the results in Table I, we can see that the exhaustive search method for a single tap resulted in a faster computation than the relaxed centralized problem, with CPU times of 0.1 s versus 0.8 s, respectively. In the three-phase case, the added computational complexity introduced by the dimensional increase associated with the additional phases resulted in an increase of the CPU time for the exhaustive search solution to 107.2 s, while the relaxed centralized case increased slightly to 2.0 s. The ADMM-based solution that we proposed was tested using a serial implementation on a single-core; thus, we intentionally did not include the CPU time for this case, which included the hardware available is \( 200 \times 200 \) processor. Therefore we can not obtain a solution in a reasonable amount of time. In contrast, the centralized convex relaxation took 71.5 s of CPU time to reach the solution.

In this case, we have that \( W \in \mathbb{C}^{259 \times 259} \) and the centralized relaxed OPF has 268,854 optimization variables. The centralized algorithm yielded a solution such that the tap positions are in the neutral position for regulators 1 and 2, as set to \( \{-5, -1, -3\} \) for regulator 3, and are set to \( \{-2, -1, -1\} \)

### Table II: Three-Phase 15-Bus Network

<table>
<thead>
<tr>
<th></th>
<th>Centralized OPF</th>
<th>Distributed OPF</th>
<th>Exhaustive Search</th>
<th>Power Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(W) )</td>
<td>1.170</td>
<td>1.047, 0.123</td>
<td>1.170</td>
<td>1.167</td>
</tr>
<tr>
<td>(</td>
<td>V_p</td>
<td>)</td>
<td>1.028</td>
<td>1.028</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>)</td>
<td>1.017</td>
<td>1.017</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>)</td>
<td>1.023</td>
<td>1.023</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>)</td>
<td>1.073</td>
<td>1.073</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>)</td>
<td>1.073</td>
<td>1.073</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>)</td>
<td>1.064</td>
<td>1.064</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>)</td>
<td>1.048</td>
<td>1.048</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>)</td>
<td>1.044</td>
<td>1.044</td>
</tr>
<tr>
<td>(</td>
<td>V_s</td>
<td>)</td>
<td>1.043</td>
<td>1.043</td>
</tr>
<tr>
<td>( S_{ph} )</td>
<td>8.5 + j4.1</td>
<td>8.5 + j4.1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>( S_{ph} )</td>
<td>9.6 + j4.7</td>
<td>9.6 + j4.7</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>( S_{ph} )</td>
<td>9.8 + j3.3</td>
<td>9.8 + j3.3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>( S_t )</td>
<td>0.004</td>
<td>0.004</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CPU Time</td>
<td>2.0 s</td>
<td>–</td>
<td>107.2 s</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure 8: IEEE 123-bus distribution system.
for regulator 4. The minimum voltage is raised to 0.985 p.u. and the network losses are 0.8286 p.u. The bus voltage error between the continuous and the rounded discrete tap positions has an average of $6.63 \times 10^{-4}$ p.u. and a standard deviation of 0.0017 p.u. with a maximum error of 0.0029 p.u.

In contrast, the distributed algorithm results in 59,436 optimization variables, which is a 77.89% reduction from the centralized scheme. The distributed method returned slightly different results for the tap positions: regulators 1 and 2 taps are set to the neutral position, regulator 3 taps are set to $\{-4, -1, -2\}$, and regulator 4 taps are set to $\{0, 1, 0\}$. The minimum voltage in this configuration is 0.965 p.u. on bus 118. However, the minimum computed network losses for this configuration are 0.8303 p.u., which represents a 0.3% difference from the centralized result. For this particular network and loading, the tap positions of regulator 3 impact the network conditions the most since this transformer is connected to the feeder. As the number of transformers on the network increases, there could be multiple solutions that minimize the cost function.

C. Impact of the Choice of $z_t$

Next, we explore the impact of the $z_t$ on the solution of the 15-bus, unbalanced three-phase optimization; the results are captured in Fig. 9. In each subfigure, the thick red vertical line represents the resistance of the neighboring distribution line segments with the vertical lines to the left and right represent approximately an order of magnitude less and every two orders of magnitude larger, respectively.

The objective function for this particular case is of the form

$$ f(W) = f_0(W) + \sum_{i \in \mathcal{N}} (1 - |W|_{ii})^2, \quad (36) $$

where the summation term penalizes the voltage deviations from 1 p.u. Figure 9(a) shows the optimization variables $S_{p_t}s'_t$ for the power transferred through the transformer and the phase difference $\theta_{p_t} - \theta_{s'_t}$ between the primary and secondary sides of the transformer versus the impedance of $z_t$. In Fig. 9(b) we plot the power transferred through $z_t$ and the rank of the $W$ returned from the convex optimization. In Fig. 9(c) we show cost function $f(W)$ and the normalized percent error

$$ e(W, V(a_t)) = 100 \sqrt{\sum_{i \in \mathcal{N}} \left( \frac{\sqrt{|W|_{ii}} - V_i(a_t)}{V_i(a_t)} \right)^2}, \quad (37) $$

which is determined by the difference between the voltage magnitudes recovered from $W(z_t)$ and the voltage magnitudes shown in Fig. 9(d) that are computed from the power flow with rounded discrete tap positions.

In Section III-B, we proposed to choose $|z_t|$ several orders of magnitude larger than the impedance of the adjacent distribution line segments. For the 15-bus system, the optimization solution tends to match the power flow results better for small values of $z_t$, the desired results were captured when $z_t$ is chosen such that $|z_t|$ is two to four orders of magnitude larger than the magnitude of the impedance of neighboring distribution lines. Within this interval, the power transferred

Figure 9: The effects of the choice of $z_t$ on the optimization results for the 15-bus unbalanced distribution system.
through $z_t$ converges to zero and the system values in the optimization converge to a steady-state. We also see that the rank of $W$ is still one with a subtle discrepancy in the angle difference across the transformer of less than 3 degrees and a normalized voltage magnitudes error of less than 2% between the power flow results and the resulting $W(z_t)$. After four orders of magnitude difference, the system behaves as the disconnected case and we are no longer able to accurately recover the solution. Note that these results are for this specific case. In other scenarios we have found that by choosing $|z_t|$ approximately two orders of magnitude larger than the neighboring distribution line segments is a good initial value.

VI. CONCLUDING REMARKS

In this paper, we developed a method to optimally set, via a distributed ADMM-based algorithm, tap positions of voltage regulation transformers in distribution systems. We demonstrated the applicability of this method via numerical examples involving single- and three-phase test systems.

Future work will include improving the convergence of the distributed ADMM-based algorithm. We also intend to apply this distributed optimization approach to a system-wide voltage tracking control scheme. In this case, we would periodically dispatch the TCUL transformers and then draw upon our previous work in [18] to handle fast-transients that can be corrected with reactive power support.

APPENDIX

A. Notation

$T$ Set of transformers indexed $\{1, \ldots, r\}$
$a$ Set of transformer tap ratios indexed $\{a_1, \ldots, a_r\}$
$N_p$ Set of bus incident to the primary side of a transformer indexed $\{p_1, \ldots, p_r\}$
$N_s$ Set of bus incident to the secondary side of a transformer indexed $\{s_1, \ldots, s_r\}$
$N_{s'}$ Set of bus incident to the virtual secondary side of a transformer indexed $\{s_1', \ldots, s_r'\}$
$N_b$ Set of buses not incident to a transformer
$N$ Set of physical buses
$N_a$ Augmented set of buses that includes $N_{s'}$
$S_{P}$ Set of transformer power transformers indexed $\{S_{p_1}, \ldots, S_{p_r}\}$
$S_{P}$ Set of transformer power transformers indexed $\{S_{p_1}, \ldots, S_{p_r}\}$
$z_t$ Impedance added for the non-ideal transformer model

$W$ Semi-positive-definite matrix of bus voltages

$W^{(i,j)}$ Submatrix of $W^{(i)}$ boundary conditions with neighbor $j$

$E^{(i,j)}$ Auxiliary variable associated with $\text{Re}\{W^{(i,j)}\}$
$F^{(i,j)}$ Auxiliary variable associated with $\text{Im}\{W^{(i,j)}\}$
$P$ Set of partitions indexed $1, \ldots, L$
$A^{(i)}$ Set of buses in the area defined by $i \in P$
$A^{(i)}$ The extended area containing neighboring buses
$M^{(i)}$ The partitions neighboring $i$
$B^{(i)}$ The set of power flow constraints and inequalities for partition $i$

$\mathcal{L}(\cdot)$ The augmented Lagrangian with penalty parameter $c$

$\Gamma^{(i,j)}$ Boundary condition dual variable for $\text{Re}\{W^{(i,j)}\}$
$\Lambda^{(i,j)}$ Boundary condition dual variable for $\text{Im}\{W^{(i,j)}\}$
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