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Abstract—In this paper, we propose a framework to evaluate the impact on power system dynamic performance of different types of errors in the measurements utilized by the automatic generation control (AGC) system. To address the random nature of these errors, stochastic system analysis methods are utilized to evaluate the statistics of system state variables. By examining the convergence properties of these statistics, errors that cause instability are identified. A reduced-order model, obtained by using singular perturbation arguments, is also formulated that enables us to provide analytical expressions capturing the impact of the errors. The proposed method is illustrated and verified through several case studies with different types of errors on a simplified New England/New York system model.
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I. INTRODUCTION

Measurement integrity is paramount in power system operations and control. However, measurement errors are inevitable due to miscellaneous phenomena, e.g., measuring device malfunction and noise in communication channels. Furthermore, measurement data are also vulnerable to intentional cyber attacks, which can introduce engineered errors and, in turn, may significantly degrade system dynamic performance. In this regard, vulnerabilities due to cyber attacks in power system control and data acquisition systems have been extensively documented (see e.g., [1]). Therefore, it is critical to comprehensively evaluate the impact of different types of measurement errors so as to identify critical ones.

In this work, we consider the impact of errors, some of which can be caused by cyber attacks, in the measurements utilized by the automatic generation control (AGC) system, which is currently the only system-level closed-loop control system across both the cyber and physical layers of a power system [2]. As part of the supervisory control and data acquisition (SCADA) system, the AGC algorithms are implemented in a centralized location (typically a control center). AGC is critical for power systems to (i) regulate frequency, and (ii) keep the power interchange between balancing authority (BA) areas at the scheduled values. To achieve these goals, the AGC system takes measurements of: (i) the area frequency, (ii) the generation output of committed units, and (iii) the tie-line power flow between BA areas; calculates the so-called area control error (ACE); and determines the generator set point values so as to drive the ACE to zero. These measurements acquired at various points of the physical power system network are transmitted to the control center over a cyber network. It is obvious then that measurement data quality is critical to system performance in the sense that measurement errors (e.g., false data injection over the communication channels) may mislead the calculation involved in the AGC algorithms, and severely affect the overall system performance.

From the perspective of erroneous measurement types, measurement data can be delayed (e.g., due to excessive communication traffic or denial of service attacks, see [3], [4]); manipulated (e.g., due to man-in-the-middle attacks, see [5]); or even lost (e.g., through a lossy network, see [6], [7]). From the perspective of assessing the impact of erroneous measurements, [8] presents a class of false data injection attacks that can modify the estimated system state in arbitrary ways. The authors of [9] evaluate the effects of erroneous measurements on the power market. The authors of [10] investigate an integrity attack on the measurements used in the AGC system performance to mislead the operator to perform inappropriate control actions, which may subsequently trigger improper actions (e.g., load shedding, or generator isolation), and even cause cascading failures. Finally, [4] investigates whether the system will preserve stability at all with introduced measurement errors.

In this paper, we classify measurement errors as deterministic and random. While most previous works focus on deterministic errors, in this work, we develop an analytical evaluation framework that can capture random measurement errors as well. Building on our previous results reported in [11], we propose a stochastic differential equation (SDE) framework to capture the system dynamics under random phenomena (due to measurement errors). Then, we apply analysis techniques proposed in [12] to evaluate the statistics of the system state variables (such as frequency). This allows us to investigate system stability when measurements are corrupted with both deterministic and random errors, and identify a class of errors with critical parameter values that cause unsatisfactory system performance and even loss of stability.

As an extension of [11], we propose an analytically tractable method to examine the impact of different erroneous measurements (e.g., errors in frequency measurements, and errors in generation output measurements), and to explicitly identify critical parameter values. To this end, we utilize singular perturbation arguments to derive a reduced-order model of the system dynamics. To this end, we assume that the AGC...
dynamics of the AGC system (i.e., a full-order model), and (ii) a reduced-order model obtained from singular perturbation arguments. Section V discusses the proposed assessment method. Section IV showcases the analysis framework on a 68-bus power system. Concluding remarks are presented in Section VII.

II. MODELING FRAMEWORK

In this section, we present the modeling framework adopted in this work, which includes the standard power-system electromechanical dynamics differential algebraic equation (DAE) model, the AGC system model, and the measurement model.

A. Power System Electromechanical Dynamics Model

We describe the electromechanical behavior of a power system by a set of DAEs of the form (see, e.g., [13], [14]):

\[
\begin{align*}
\dot{x} &= f(x, y, u), \\
0 &= g(x, y),
\end{align*}
\]

where \(x(t) \in \mathbb{R}^n\) contains the dynamic states of synchronous generators; \(y(t) \in \mathbb{R}^m\) denotes the system algebraic states, including bus voltage magnitudes and angles; and \(u(t) \in \mathbb{R}^l\) denotes the set point values of participating generating areas in area \(a\) at time \(t\). The function \(f : \mathbb{R}^{n+m+l} \rightarrow \mathbb{R}^n\) describes the power flow equations.

B. Automatic Generation Control Model

The governor set points \(u\), in (1a), are determined by a secondary frequency control system referred to as automatic generation control (AGC). The function of the AGC system is to reduce the generation and demand mismatch so as to maintain the system frequency at its nominal value, e.g., 60 Hz in North America, and to maintain the net power flow in tie lines across different balancing authority (BA) areas at its scheduled value. To achieve these objectives, the AGC system takes measurements of (i) the frequency in each BA area, (ii) the tie-line power flow between BA areas, and (iii) the generator output, and calculates the ACE to determine the generator set points.

Let \(P_{meas}^{a} \in \mathbb{R}^{l}\), \(P_{sch}^{a} \in \mathbb{R}^{l}\), \(f_{a} \in \mathbb{R}\), and \(f_{norm} \in \mathbb{R}\) denote the measured power interchange from area \(a\) to a neighboring area \(a'\), the scheduled value, the measured area frequency, and the nominal system frequency, respectively. The function of the AGC system is to adjust the generator output to maintain the frequency at its nominal value, i.e.,

\[
ACE_a = \sum_{a' \in A_a} (P_{meas}^{a'} - P_{sch}^{a'}) + b_a(f_{a} - f_{norm}), \quad \forall a \in A,
\]

(2)

where \(b_a\) is the bias factor, and \(A_a\) denotes the set of BA areas that are connected to area \(a\) through tie lines.

In this work, we adopt the AGC control logic described in [2]. To this end, we define a state variable, \(z_a\), for each area \(a \in A\), which is the sum of the set point values of all generators participating in area \(a\). The evolution of \(z_a\) is then described by

\[
\dot{z}_a = -ACE_a + \sum_{i \in G_a} P_{i}^{meas},
\]

(3)

where \(G_a\) denotes the set of all generators in area \(a\) that participate in AGC, and \(P_{meas}^{a}\) is the measured power output of generator \(i\) in area \(a\). For each generator \(i \in G_a\), the set point \(P_i^{ref}\) is proportional to \(z_a\), i.e., \(P_i^{ref} = \kappa_a z_a\), where the participation factors \(\kappa_a\)'s satisfy \(\sum_{i \in G_a} \kappa_a = 1\).

C. Measurement Model

Next, we present the measurement error models considered in this paper. Two types of common deterministic errors have been categorized in [10]. In this paper, we generalize these errors to account for scaling and bias errors. Let \(\gamma_{meas} \in \mathbb{R}^{l}\) denote the set of all measurement variables as

\[
\gamma_{meas} = \{P_{meas}^{a}, P_{meas}^{a'}, f_{meas}, f_{norm}\}_{a \in A, a' \in A, i \in G_a} \in \mathbb{R}^l.
\]

Then, the AGC system can be described compactly as:

\[
\dot{z} = h_1(\beta_{meas}, z),
\]

(4a)

\[
u = k(z),
\]

(4b)

with \(h_1 : \mathbb{R}^{p+q} \rightarrow \mathbb{R}^p\) and \(k : \mathbb{R}^p \rightarrow \mathbb{R}^l\).

1) Deterministic errors: Two types of errors are considered. The first type of error is the one that shifts the true value of measurement \(i\) by a constant value \(\alpha_{1,i}\), i.e.,

\[
\beta_{meas}^{i} = \beta_i + \alpha_{1,i},
\]

(5)

where \(\beta_i\) is the actual value. The second type is called scaling error and is characterized as follows:

\[
\beta_{meas}^{i} = \beta_i + \alpha_{2,i} \beta_i,
\]

(6)

where \(\alpha_{2,i} \in \mathbb{R}\).
2) Random errors: Like the deterministic error in 5, a random error that shifts the true value of measurement \( i \) can be described as
\[
\beta_{3,i}^{\text{meas}} = \beta_i + \alpha_{3,i} \dot{w}_i, \tag{7}
\]
where \( \dot{w}_i \) is a Wiener process and \( \alpha_{3,i} \in \mathbb{R} \). Note that this type of error essentially represents white noise because white noise can be viewed as the generalized mean-square derivative of the Wiener process [15]. Similarly, like the type of deterministic error in 6, a random error that results in the scaling of measurement \( i \) can be described as follows:
\[
\beta_{4,i}^{\text{meas}} = \beta_i + \alpha_{4,i} \beta_i \dot{w}_i, \tag{8}
\]
where \( \alpha_{4,i} \in \mathbb{R} \).

3) General model: The measurement variables that are used as inputs to the AGC system can be expressed as a function of the dynamic state \( x \) and the system algebraic state \( y \). Note that although the derivative of bus voltage angles may appear when calculating the area frequency, the derivative of \( y \) can be expressed as an algebraic function of \( x \) and \( y \) by using (1). Assume that there are \( r \) measurements corrupted by random errors as described by the models in (7) and (8). Then, the measurement model can be generalized and expressed in a compact form as
\[
\beta^{\text{meas}} = h_2(x,y) + \sum_{i=1}^{r} \eta_i(x,y) \dot{w}_i, \tag{9}
\]
where \( h_2 : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^q \) captures the actual measurement values and deterministic errors, \( \dot{w}_i \)'s are independent Wiener processes, and \( \eta_i : \mathbb{R}^{n+m} \rightarrow \mathbb{R}^q \) maps to a zero vector except for one nonzero element that represents the intensity of the corresponding random error term.

Note that while in this paper we restrict the analysis to the error models in (5)-(8), it is possible to generalize these further. For instance, as long as the errors can be formulated as continuous deterministic processes or other stochastic processes driven by Wiener processes, the same analysis method still applies. For example, for the errors caused by replay attacks (see, e.g., [16]), the same analysis process follows, except that the system stability will be evaluated in the s-domain by using Laplace transform due to the time delay appeared in the system model. Also for errors that are described by nonlinear functions of the measurement variables, the error can still be described by the general model in (9), and the same analysis procedure applies.

III. ASSESSING THE IMPACT OF MEASUREMENT ERRORS

In this section, we develop a method to assess the impact on power system dynamic performance of the measurement errors discussed in Section II. In this method, the DAE model consisting of (1), (4) and (9) is first linearized along a nominal trajectory to form a linear stochastic differential equation (SDE) model. Then, stochastic system analysis techniques are used to investigate the impact of random measurement errors.

A. Linearization

Assuming the power system with AGC described by (1), (4) and (9) evolves from a set of initial condition and the measurements are error free, a nominal trajectory \( (x^*(t), y^*(t), z^*(t), \beta^*(t), u^*(t)) \) results. As a consequence of measurement errors, the trajectory is perturbed from its nominal value as follows:

\[
x(t) = x^*(t) + \Delta x(t), \quad y(t) = y^*(t) + \Delta y(t), \quad z(t) = z^*(t) + \Delta z(t), \quad \beta(t) = \beta^*(t) + \Delta \beta(t), \quad u(t) = u^*(t) + \Delta u(t).
\]

Assume that the functions \( f, g, h_1, k, h_2 \) are continuously differentiable with respect to their arguments, and the Jacobian of \( g(\cdot) \) in (1b) with respect to \( y \) is always invertible along the trajectories. [The implicit function theorem then ensures the existence of an explicit relation between \( y(t) \) and \( x(t) \).] For notational convenience, we drop the dependence on \( t \) in subsequent developments. Then, by linearizing the model along the nominal trajectory, and substituting the algebraic states into the differential equations, we can obtain a linear stochastic differential equation (SDE) model of the form
\[
\frac{dX}{dt} = AX + \sum_{i=1}^{r} B_i \eta_i \dot{w}_i, \tag{10}
\]
where \( X = [\Delta x^T, \Delta z^T]^T \in \mathbb{R}^{n+p} \). Note that the impact of deterministic errors is captured in the matrix \( A \). If \( A \) possesses eigenvalues with positive real parts, it suggests that the considered measurement error causes the system to become unstable.

Note that because there are physical and logical constraints on certain variables that are not considered in the linearized model, in practice, the measurement errors will not cause system state variables to diverge without limits. However, these errors will still cause degraded system performance, which will trigger other protection mechanisms. For instance, if the system frequency keeps being outside of the threshold, load shedding or generator tripping may be triggered by under-frequency or over-frequency protection relays.

B. Statistical Moment Analysis

In order to evaluate the impact of random measurement errors, we can apply Dynkin’s formula (see, e.g., [12]) to obtain a set of ordinary differential equations (ODEs) describing the dynamics of statistical moments (up to arbitrary order) of the system state variables. In this work, we focus on the evolution of the state mean and covariance; the explicit derivation of the equations that govern these can be found in [17].

1) The impact of random error with constant intensity: For the error model described in (7), since \( \alpha_{3,i} \) is a constant, \( \eta_i \) maps to a constant vector. Then, we have that the first and second moments of \( X \) in (10) evolve according to
\[
\frac{dE[X]}{dt} = AE[X], \tag{11a}
\]
\[
\frac{d\Sigma}{dt} = A \Sigma + \Sigma A^T + B_1 \eta_1 \eta_1^T B_1^T, \tag{11b}
\]
where \( \Sigma = E[XX^T] \).

Assume the original system without measurement errors is stable, meaning that the real parts of the eigenvalues of \( A \) are negative. Equation (11a) shows that the state mean is not
affected by the error term and converges to zero eventually. Letting the left-hand side of (11b) be zero results in a Lyapunov equation. Since matrix $B_1\eta_1^T B_1^T$ is symmetric and positive definite, the Lyapunov stability theorem guarantees that there exists a positive definite matrix $\Sigma$ satisfying this Lyapunov equation $[18]$, meaning that the covariance matrix steady-state value exists and is finite.

2) The impact of random error with scaling intensity: Here, we show that the random error model in (8) may cause the system state covariance matrix to become unstable, which means that the system will not converge in the mean square sense and the realized system sample path will be unstable $[19]$. To this end, let $\Delta \beta_i = \Delta \beta_i + \alpha_{4,i} \Delta \beta_i \hat{w}_i$. Through linearization and substitution of algebraic states using the power flow equations, we can obtain that $\eta_1$ can be evaluated as:

$$\eta_1 = \alpha_{4,i} H_1 X,$$

where $H_1 \in \mathbb{R}^{q \times (n+p)}$. Then (10) becomes

$$\dot{X} = AX + \alpha_{4,i} B_1 H_1 X \dot{w}_1 := AX + \alpha_{4,i} \hat{B}_1 X \dot{w}_1, \quad (12)$$

where $\hat{B}_1 \in \mathbb{R}^{(n+p) \times (n+p)}$ equals $B_1 H_1$.

The equations governing the evolution of the first and second moments of $X$ are given by

$$\frac{d\Sigma}{dt} = A\Sigma + \Sigma A^T + \alpha_{4,i}^2 \hat{B}_1 \Sigma \hat{B}_1^T. \quad (13b)$$

In this case, it is possible that the system (13b) is unstable due to $\alpha_{4,i}^2 \hat{B}_1 \Sigma \hat{B}_1^T$. In order to evaluate the effects on system stability, we rearrange the entries of the matrix $\Sigma$ into a vector $\Phi$. Define the $i$th row of $\Sigma$ by $\Sigma_i$; then $\Phi = [\Sigma_1 \Sigma_2 \cdots \Sigma_{n+p}]^T$. Thus, equation (13b) can be rewritten as

$$\frac{d\Phi}{dt} = D\Phi, \quad (14)$$

where $D = I \otimes A + A \otimes I + \alpha_{4,i}^2 \hat{B}_1 \otimes \hat{B}_1$, $I$ denotes a $(n+p) \times (n+p)$ identity matrix, and $\otimes$ denotes the Kronecker product $[20]$. By properly choosing $\alpha_{4,i}$, it is possible to make positive the real part of some of the eigenvalues of $D$, which would cause the system to become unstable. Note that at this point, even though the system state mean is stable; the system state covariance becomes unstable. Eventually, this causes the divergence of system states in a realized sample path.

3) The impact of multiple general random errors: Note that besides these two common types of random errors described earlier, for any continuous error function $\eta_i$’s, the same method applies. For multiple measurement errors, (13b) becomes

$$\frac{d\Sigma}{dt} = A\Sigma + \Sigma A^T + \sum_{i=1}^r \alpha_{4,i}^2 \hat{B}_i \Sigma \hat{B}_i^T,$$

where $\hat{B}_i = 0$ if $\eta_i$ maps to a constant vector. The effects on system stability can be evaluated by following the aforementioned procedure of constructing (14); the matrix $D$ in (14) is determined based on the scaling parameters, i.e., $\alpha_{4,i}$’s.

IV. Analysis with Reduced-Order Models

In this section, we utilize singular perturbation arguments (see, e.g., $[21], [22]$) to derive a reduced-order model of the system dynamics. With this simplified model, we are able to (i) explicitly investigate the impact of different erroneous measurements (e.g., erroneous frequency measurement, and erroneous generation output measurements); and (ii) estimate the range of parameter values that will make the system fail to perform satisfactorily.

A. Reduced-Order Dynamic Model

We assume that the time constants associated with the electromechanical dynamics are much smaller than those associated with the AGC system. Therefore, the time scales of these two subsystems can be decoupled, and we expect the AGC dynamics to dominate the system dynamic behavior in the time scale of interest. [Similar argument has been utilized in AGC system studies; see, e.g., $[23]$] Then, the set of DAEs that describes the electromechanical dynamics are converted to algebraic equations by setting the left-hand side of (1) to be zero, and a reduced-order model is obtained. Note that one may argue that this assumption is not totally valid due to the high inertia of some generators in the bulk power system. However, although there is small discrepancy between the trajectory that results from the full-order model and the trajectory that results from the reduced-order model, the stability properties are preserved between the full- and reduced-order models given the original system (1) is stable, meaning that if the measurement error destabilizes the reduced-order model, it will destabilize the original system as well, and vice versa. This claim follows from the result of Theorem 5.1 in $[22]$, which states that the difference between the full-order model trajectory and that of the reduced-order model is on the order of the magnitude of the ratio of the fast and slow subsystem time constants; therefore the difference is bounded. In addition, we assume that the transmission network is lossless, which implies that the total generation output is equal to the total demand, i.e., $\sum_{i \in G} P_{Gi} = \sum_{j \in D} P_{Dj}$, where $G$ indicates the set of all generators, $P_{Gi}$ denotes the electrical output of generator $i$, $D$ indicates the set of all the loads in the power system, and $P_{Dj}$ denotes the demand at load $j$. With these three assumptions, a reduced-order dynamic model can be derived.

Let $P_i$ denote the turbine power, and $P_i^{ref}$ denote the generator set point of unit $i$. Then, the inertia response and governor response of unit $i$ is given by (see, e.g., $[24]$):

$$M_i \frac{d\omega_i}{dt} = P_i - P_{Gi} - D_i (\omega_i - \omega_s), \quad (15a)$$

$$T_i \frac{dP_i}{dt} = -P_i + P_i^{ref} - \frac{1}{R_i} (\omega_i - \omega_s), \quad (15b)$$

where $\omega_i$ is the machine electrical rotational speed, while $\omega_s$ is the system synchronous speed; $D_i$ is the damping coefficient; $M_i$ is the scaled machine inertia constant; $T_i$ is the governor time constant; the gain $R_i$ determines the slope of the governor droop characteristic; and $P_{Gi}$ is the power output.

In steady state, the left-hand side of (15) is set to zero, and the governor control induces a steady-state error in the
frequency, which causes all generators to rotate at the same speed, i.e., \( \omega_i = \omega_n \forall i \in \mathcal{G} \). Then, by summing (15) over all generators, the following algebraic relationship can be obtained:
\[
z - \sum_{i \in \mathcal{G}} P_{G_i} = \beta \Delta f,
\]
where \( \Delta f = (\omega_n - \omega_i)/2\pi \), and \( \beta = 2\pi \sum_{i \in \mathcal{G}} (\frac{1}{P_i} + D_i) \), which is called the frequency response characteristic [25]. Then, by solving for \( \Delta f \), we obtain
\[
\Delta f = \frac{z - \sum_{i \in \mathcal{G}} P_{G_i}}{\beta}.
\]

Without loss of generality, we focus on the case of a single BA area and drop the subscript that indicates the BA area in the following developments. Then, we have that \( ACE = b\Delta f \), and
\[
\dot{z} = -b\Delta f + \sum_{i \in \mathcal{D}} P_{D_i}.
\]
(18)

Plugging (17) into (18) and utilizing the lossless transmission network assumption, we obtain that
\[
\dot{z} = -\frac{b}{\beta}(z - \sum_{i \in \mathcal{D}} P_{D_i}).
\]
(19)

If \( b \) is set to be \( \beta \) as suggested in [25], the AGC dynamic model becomes \( \dot{z} = -2z + 2\sum_{i \in \mathcal{D}} P_{D_i} \), which is a stable ODE.

### B. Impact of Erroneous Frequency Measurement

As discussed earlier, since the errors described in (5) and (7) will not affect system stability in the mean square sense, we mainly focus on the impact of the scaling errors in (6) and (8). Assume that there is a scaling error in the frequency measurement, \( f_{meas} = f + \alpha_2 \Delta f \) (i.e., \( \Delta f_{meas} = \Delta f + \alpha_2 \Delta f \)). Then, by replacing the true frequency value with the erroneous measurement in (18), we obtain that
\[
\dot{z} = -\frac{b(1 + \alpha_2) + \beta}{\beta}(z - \sum_{i \in \mathcal{D}} P_{D_i}).
\]
(19)

Now, if \( \alpha_2 < -\frac{\beta}{b} - 1 \), the system in (19) becomes unstable. Note that if \( b = \beta \), then a value of \( \alpha_2 \) smaller than \(-2\) means that the measured frequency deviation, \( \Delta f \), has the opposite sign to that of the correct value.

Assume the error is of random nature and can be described by the model in (8), i.e., \( f_{meas} = f + \alpha_1 \Delta f \hat{w} \). Then, by replacing the error-free frequency measurement in (18) with this erroneous measurement model, we obtain
\[
\dot{z} = -(b + \beta)\Delta f - b\alpha_4 \Delta f \hat{w} = -\frac{b + \beta}{\beta}(z - \sum_{i \in \mathcal{D}} P_{D_i}) - b\frac{\alpha_4}{\beta}(z - \sum_{i \in \mathcal{D}} P_{D_i}) \hat{w}.
\]
(20)

Referring to the analysis in Section III, we can see that if \( |\alpha_4| > \sqrt{\frac{2(b + \beta)^2}{b\beta}} \), the system in (20) does not converge in the mean square sense.

### C. Impact of Erroneous Generation Output Measurement

Assume that there are deterministic errors in the output measurement of generator \( k \), i.e., \( P_{G_k}^{meas} = P_{G_k} + \alpha_2 P_{G_k} \), and the participation factor of this generator is \( \kappa_k \). Then, from (17), we obtain that
\[
P_{G_k} = \kappa_k z - \left( \frac{1}{R_k} + D_k \right)2\pi \Delta f.
\]
Then, the total generation output measurement is
\[
\sum_{i \in \mathcal{G}} P_{G_i}^{meas} = P_{G_k}^{meas} + \sum_{i \in \mathcal{G}} P_{G_i} = z - \Delta f + \alpha_2 (\kappa_k z - \left( \frac{1}{R_k} + D_k \right)2\pi \Delta f).
\]
Replacing the actual generation output value with that resulting from an erroneous measurement, we have
\[
\dot{z} = (\alpha_2 \kappa_k - \xi)z - \xi \sum_{i \in \mathcal{D}} P_{D_i},
\]
(21)

where \( \xi = \frac{b + \beta + 2\pi \alpha_2 (\frac{1}{R_k} + D_k)}{\beta} \).

For \( \alpha_2 > \frac{b + \beta}{\beta \kappa_k - \xi} \), the AGC system becomes unstable. Note that if \( \kappa_k = \frac{1}{\sum_{i \in \mathcal{D}} P_{G_i}^{meas}} \), there exists no \( \alpha_2 \) that destabilizes the system. However, this error can make the system frequency converge to an unacceptable value (e.g., below a certain threshold that triggers load shedding schemes). By setting the right-hand side of (21) to zero, the frequency deviation in steady state is \( \frac{\alpha_2 \kappa_k}{\sum_{i \in \mathcal{D}} P_{G_i}^{meas}} \). Note that this frequency deviation value is proportional to the total value of the demand, which can be very large. As shown in the case study section, this error can easily make the system frequency go beyond the acceptable threshold.

If the error is of random nature and is described in (8), i.e., \( P_{G_k}^{meas} = P_{G_k} + \alpha_4 P_{G_k} \hat{w} \), we have
\[
\dot{z} = -\frac{b + \beta}{\beta}(z - \sum_{i \in \mathcal{D}} P_{D_i}) + \zeta(z) \hat{w},
\]
(22)

where \( \zeta(z) = \alpha_4 (\kappa_k - \frac{R_k + D_k}{\beta}) z + \alpha_4 \frac{R_k + D_k}{\beta} \sum_{i \in \mathcal{D}} P_{D_i} \). Denote \( C_1 = -\frac{b + \beta}{\beta} \), \( C_2 = \alpha_4 \kappa_k - \frac{R_k + D_k}{\beta} \), and \( C_3 = \alpha_4 \kappa_k \sum_{i \in \mathcal{D}} P_{D_i} \). Using the method described in Section III, we obtain that
\[
\frac{dE[\Delta f]}{dt} = C_1 E[\Delta f],
\]
\[
\frac{dE[\Delta f^2]}{dt} = (2C_1 + C_2^2) E[\Delta f^2] + 2C_2 C_3 E[\Delta f] + C_3^2,
\]
from which, we can see that the frequency mean converges to zero. If \( 2C_1 + C_2^2 > 0 \), the system becomes unstable in the mean square sense; otherwise, the frequency variance converges to a nonzero value, \(-\frac{C_3^2}{2C_1 + C_2^2}\), which may cause violations of some frequency requirement standards, e.g., CPS1 [26].
D. Two-Area System Reduced-Order Model

A similar procedure is also applicable to a two-area system. In this case, the dynamics of the AGC variables are given by:

\[
\begin{align*}
\dot{z}_1 &= -z_1 - ACE_1 + \sum_{i \in \mathcal{G}_1} P^\text{meas}_{Gi}, \\
\dot{z}_2 &= -z_2 - ACE_2 + \sum_{j \in \mathcal{G}_2} P^\text{meas}_{Gj},
\end{align*}
\]

(23a, 23b)

where

\[
ACE_1 = P^\text{meas}_{12} - P^\text{sch}_{12} + b_1 f_1^\text{meas} - f_{\text{norm}},
\]

\[
ACE_2 = P^\text{meas}_{21} - P^\text{sch}_{21} + b_2 f_2^\text{meas} - f_{\text{norm}}.
\]

By assuming that \( f_1 = f_2 \), and similar to (16), we have that:

\[
\begin{align*}
z_1 &= -\sum_{i \in \mathcal{G}_1} P_{Gi} = \beta_1 \Delta f, \\
z_2 &= -\sum_{j \in \mathcal{G}_2} P_{Gj} = \beta_2 \Delta f,
\end{align*}
\]

(24a, 24b)

where \( \beta_1 = \sum_{i \in \mathcal{G}_1} \left( \frac{1}{\Pi_i} + D_i \right) \) and \( \beta_2 = \sum_{j \in \mathcal{G}_2} \left( \frac{1}{\Pi_j} + D_j \right) \).

Again, assuming that the transmission network is lossless, we have that:

\[
\begin{align*}
\sum_{i \in \mathcal{G}_1} P_{Gi} &= \sum_{i \in \mathcal{D}_1} P_{Di} + P_{12}, \\
\sum_{j \in \mathcal{G}_2} P_{Gj} &= \sum_{j \in \mathcal{D}_2} P_{Dj} + P_{21}, \\
P_{12} &= -P_{21}.
\end{align*}
\]

(25a, 25b, 25c)

Plugging (25) into (24), we can solve for \( \Delta f \) and \( P_{12} \):

\[
\begin{align*}
\Delta f &= \frac{1}{\beta_1 + \beta_2} (z_1 + z_2 - \sum_{i \in \mathcal{D}_1} P_{Di}); \\
P_{12} &= \frac{\beta_1}{\beta_1 + \beta_2} (z_1 - \sum_{i \in \mathcal{D}_1} P_{Di}) - \frac{\beta_2}{\beta_1 + \beta_2} (z_2 - \sum_{j \in \mathcal{D}_2} P_{Dj}).
\end{align*}
\]

(26a, 26b)

Then, if there are no measurement errors, by substituting (26) into (23), the dynamics of the AGC variables becomes:

\[
\begin{align*}
\dot{z}_1 &= -\frac{\beta_1 + \beta_2 + b_1}{\beta_1 + \beta_2} z_1 - \frac{b_1}{\beta_1 + \beta_2} z_2 + \frac{b_1}{\beta_1 + \beta_2} \sum_{i \in \mathcal{D}_1} P_{Di} + \sum_{j \in \mathcal{D}_2} P_{Dj} + P^\text{sch}_{12}, \\
\dot{z}_2 &= -\frac{\beta_1 + \beta_2 + b_2}{\beta_1 + \beta_2} z_2 - \frac{b_2}{\beta_1 + \beta_2} z_1 + \frac{b_2}{\beta_1 + \beta_2} \sum_{j \in \mathcal{D}_2} P_{Dj} + \sum_{i \in \mathcal{D}_1} P_{Di} + P^\text{sch}_{21}.
\end{align*}
\]

Here we can see that the system is stable as the two eigenvalues are \(-1\) and \(-1 - \frac{b_1+b_2}{\beta_1+\beta_2}\).

Following the same procedure as in Sections IV.B and IV.C, we can evaluate the impact of errors in various measurements. For instance, we can show that if there are scaling errors in the frequency measurements of both areas, \( f_1^\text{meas} = f + \alpha_{2,1} \Delta f, f_2^\text{meas} = f + \alpha_{2,2} \Delta f \), the dynamics of AGC variables becomes:

\[
\begin{align*}
\dot{z}_1 &= -\frac{\beta_1 + \beta_2 + b_1 (1 + \alpha_{2,1})}{\beta_1 + \beta_2} z_1 - \frac{b_1 (1 + \alpha_{2,1})}{\beta_1 + \beta_2} z_2 + \frac{b_1}{\beta_1 + \beta_2} \sum_{i \in \mathcal{D}_1} P_{Di} + \sum_{j \in \mathcal{D}_2} P_{Dj} + P^\text{sch}_{12}, \\
\dot{z}_2 &= -\frac{\beta_1 + \beta_2 + b_2 (1 + \alpha_{2,2})}{\beta_1 + \beta_2} z_2 - \frac{b_2 (1 + \alpha_{2,2})}{\beta_1 + \beta_2} z_1 + \frac{b_2}{\beta_1 + \beta_2} \sum_{j \in \mathcal{D}_2} P_{Dj} + \sum_{i \in \mathcal{D}_1} P_{Di} + P^\text{sch}_{21}.
\end{align*}
\]

(27a, 27b)

Then, if \( \alpha_{2,1} < -1 - \frac{\beta_1}{\beta_1+\beta_2} \) and \( \alpha_{2,2} < -1 - \frac{\beta_2}{\beta_1+\beta_2} \), one of the two eigenvalues becomes positive; thus, the system in (27) becomes unstable. If there is a scaling error in the frequency measurement of one area, \( f_1^\text{meas} = f + \alpha_{2,1} \Delta f \), similarly, we can show that if \( \alpha_{2,1} < -1 - \frac{\beta_1+\beta_2+b_1}{\beta_1+\beta_2} \), one of the two eigenvalues becomes positive; thus, the system becomes unstable.

Similarly, if there are scaling errors in the interchange power measurements, \( P^\text{meas}_{12} = P_{12} + \alpha_{2,3} P_{12} \), replacing the true measurement with the erroneous measurement in (23), the dynamics of \( z_1 \) becomes:

\[
\dot{z}_1 = -\frac{\beta_1 + \beta_2 + b_2 (1 + \alpha_{2,3}) + b_1}{\beta_1 + \beta_2} z_1 - \frac{b_1 - \alpha_{2,3} \beta_1}{\beta_1 + \beta_2} z_2 + \frac{b_1}{\beta_1 + \beta_2} \sum_{i \in \mathcal{D}_1} P_{Di} + \sum_{j \in \mathcal{D}_2} P_{Dj} + P^\text{sch}_{12}, \\
\dot{z}_2 = -\frac{\beta_1 + \beta_2 + b_1 (1 + \alpha_{2,3}) + b_2}{\beta_1 + \beta_2} z_2 - \frac{b_2 - \alpha_{2,3} \beta_2}{\beta_1 + \beta_2} z_1 + \frac{b_2}{\beta_1 + \beta_2} \sum_{j \in \mathcal{D}_2} P_{Dj} + \sum_{i \in \mathcal{D}_1} P_{Di} + P^\text{sch}_{21}.
\]

(28a, 28b, 28c)

Again by checking the values of the eigenvalues, we can determine whether or not the measurement error destabilizes the system. If not, we can also check whether the measurement error makes the system frequency converge to an unacceptable value by setting the left-hand side of (28) to zero and solving for the steady-state values of \( z_1, z_2 \) and \( \Delta f \).

V. DISCUSSIONS WITH PRACTICAL AGC SYSTEMS

In this section, we discuss the impact of measurement errors in the context of practical AGC systems, where AGC suspension mechanisms are implemented. From a defense point of view, we also discuss the challenge of detecting measurement errors in SCADA systems and propose ideas to address this challenge by integrating the SCADA system with the wide area measurement system (WAMS).

A. AGC with Suspension Schemes and Load Shedding

In practice, some AGC implementation guidelines are recommended in order to limit the impact of erroneous measurements and emergency events. The western electricity coordinating council (WECC) suggests that AGC suspension should
be considered when the system frequency deviation is greater than a threshold, $f_{agc}$ [27]. At the same time, underfrequency load shedding relays are commonly installed to shed load when the frequency is below a threshold, $f_{ld}$ [10]. In this regard, if the frequency measurement used by AGC reaches the threshold $f_{agc}$ before the actual frequency falls below $f_{ld}$, AGC will be suspended, and the impact on system performance will be limited. On the other hand, if the actual frequency falls below the threshold $f_{ld}$ before AGC is suspended, the low frequency value will trigger load shedding. Therefore, for the deterministic scaling attack on the frequency measurements to cause a severe impact, it must be engineered in such a way that the erroneous measurement does not trigger the AGC suspension, i.e.,

$$|\Delta f_{meas}| = |\Delta f + \alpha_2 \Delta f| < f_{agc},$$

when the actual frequency reaches the limit to trigger load shedding, i.e.,

$$f_{norm} + \Delta f = f_{ld},$$

which gives an extra constraint on the parameter $\alpha_2$: $\alpha_2 < -1 + \frac{f_{agc}}{f_{norm}}$.

For the case of a random attack, there is a non-zero probability that the erroneous frequency measurements will reach the suspension threshold $f_{agc}$. However, WECC also recommends that the lower-than-threshold condition should be verified for a few of the AGC execution cycles before actually suspending it, in order to avoid frequent suspension. Taking this into account, the probability for erroneous frequency measurements to be consecutively lower than the threshold is very small. Therefore, it is still very likely that such attacks would cause serious impacts on system operations.

### B. Error Detection and Mitigation

Even with the current AGC suspension protection mechanism described above, the aforementioned potential severe impact of erroneous measurements highlights the importance of integrity in the measurements used by AGC systems. Thus, error detection methods are required to maintain measurement integrity.

The integrity of power measurements can be protected by bad data detection mechanisms implemented in the SCADA system state estimation process; this has been extensively studied (see, e.g., [28]). However, it is difficult to ensure the integrity of frequency measurements because the frequency variable is not included in the SCADA steady-state estimation process. One way to address this issue, implied by the steady-state study on AGC attacks in [23], is to utilize the steady-state relationship between the power mismatch and the frequency in (17). However, since this is based on the reduced-order model obtained via singular perturbation, this method may not be accurate when system dynamics are considered.

Another method is to incorporate synchrophasor measurements, provided by phasor measurement units (PMUs) in the wide-area measurement system (WAMS), into the SCADA system. One intuitive way is to compare frequency measurements from the SCADA system with those measured by PMUs. But when there is a discrepancy, it is difficult to determine which ones should be trusted. To address this issue, we utilize the fact that PMUs measure frequencies based on the derivative of phase angles, the integrity of which can be detected via state estimation in the SCADA system. In other words, PMU relates the frequency measurements with the variables that are used in the SCADA state estimator. If the frequency measurement from a PMU is offset, the phasor angle measurement will also be inaccurate. This can be directly detected through the bad data detection algorithms in the state estimator. Consider an error $\epsilon$ is introduced to the PMU frequency measurement. It will cause an error of $360T\epsilon$ degrees in the angle measurement for a short period of time $T$, which will be well beyond the tolerance margin of the bad data detection algorithm. Therefore, the errors added to the frequency measurements can be detected by integrating SCADA and WAMS systems.

### VI. Case Studies

In this section, we demonstrate the impact of the aforementioned measurement errors on a 68-bus 16-machine system, which is a representative model of the New England/New York interconnected power system. Its one-line diagram and detailed description can be found in [29]. Each of the 16 generator units is modeled by a combination of a synchronous machine model, an exciter model, a power system stabilizer model, and a turbine/governor model. We utilized the MATLAB-based Power System Toolbox (PST) to implement the AGC algorithms and simulate the system dynamics. The data of this system is part of the PST suite and can be found in [30]. The linearized system is also obtained by making use of the the small-signal analysis function provided in PST. The eigenvalue corresponding to the AGC system is $-0.001$, while the largest one of the rest eigenvalues that correspond to the system electromechanical dynamics is $-0.1004$. The high ratio of these two eigenvalues supports the singular perturbation argument utilized in Section IV to derive a reduced-order model. In addition, we also validate the resulting reduced-order model by comparing the critical error parameter values obtained using the full- and reduced-order models respectively.

#### A. Accuracy of the Linearized Model

Before proceeding with the impact analysis, we first verify the accuracy of our linearization procedure when utilized to study the New England/New York system model with AGC. To this end, we consider two scenarios and compare the trajectories obtained by simulating the nonlinear system model with those obtained through the linearized model.

First, we assume that there is a 0.1 p.u. variation from the nominal value in each load. We plot the resulting trajectories of the frequency deviation obtained with the nonlinear and linearized models in Fig. 1(a). In the second scenario, we assume that there are random errors in the frequency measurements. The measurement error is assumed to be white noise. The results are shown in Fig. 1(b), where we plot one sample path of the resulting frequency deviation trajectories obtained with the nonlinear model and linearized models. As one can see, in both cases the linearized system trajectory approximates the nonlinear system trajectory closely.
B. Impact of Deterministic Errors

1) Impact of erroneous frequency measurement: We focus on the impact of the scaling errors discussed in Section IV-B. First from the reduced-order model in (18), we obtain that the error parameter $\alpha_2$ should be less than $-2$ in order for the system to become unstable. With the full-order model described in (1), (4) and (9), after linearization and checking the eigenvalues of the matrix in (10), we find that with the error parameter being less than $-1.98$, the system becomes unstable. The small mismatch may come from the lossless network assumption. The relationship between the maximum real part of the eigenvalues and the error parameter is depicted in Fig. 2(a). Note that due to the fact that there is always a theoretical zero eigenvalue (a result of choosing one angle variable as the reference angle in PST), the maximum eigenvalue is zero when the system is stable. We also vary the system operating point by randomly changing the load and generation values at each bus are multiplied by a independent random variable, which is uniformly distributed between 0.5 and 1.2. Except for the cases that are not feasible (i.e., no power flow solutions), the critical point stays at $-1.98$ for all the other cases as shown in Fig. 2(b). Choose $\alpha_2 = 2.1$, and the full-order model is used in the simulation. The resulting system frequency and the AGC variable $z$ (i.e., the sum of the generators’ set points) are depicted by the red dashed line in Fig. 3, which illustrates that the system becomes unstable.

Note that in practice, the AGC is implemented in discrete time; thus we also simulate the system performance with a discrete implementation of the AGC model with a sample-and-hold period of 2s, and the results are plotted by the blue solid line in Fig. 3 as well, which shows that the system is unstable and the system variables even diverge more severely. In the remainder, we simulate the AGC dynamics according to a discrete-time implementation of a continuous-time model, which makes the system response faster than that of the conventional sample-and-hold based AGC implementation. However, the stability characteristics hold the same for systems with AGC operated in continuous time and discrete time.

2) Impact of erroneous generation output measurement: Deterministic errors are added to the generation output measurement. The results of our experiments are consistent with the analysis on the generation measurement errors in Section IV-C. This type of error does not destabilize the system when described by the linear model or the full-order model. But the error will drive the system frequency beyond the satisfactory region (here we consider frequency deviation being smaller than 0.05 Hz as satisfactory performance). For this system, if the scaling error with $\alpha_2$ being 0.061 is introduced in the generation output measurement of generation unit 16, the dynamics of the system variables (i.e., the system frequency and the AGC variable $z$) are depicted in Fig. 4, where one can see that the system converges to a steady state. However, the absolute value of the system frequency deviation stays larger than 0.05 Hz. Also note that the critical value of $\alpha_2$ depends on the total value of demand. Therefore, if the power demand in this system is doubled, $\alpha_2 = 0.03$ will drive the system frequency beyond the safety region.
C. Impact of Random Errors

1) Impact of erroneous frequency measurement: Consider the scaling random error model in (8). First, by using (20), we obtain that the error parameter $\alpha_4$ should be larger than 2 in order to drive the system to be unstable in the mean square sense. Then, with the full-order model as described in (1), (4) and (9), after linearization and checking the eigenvalues of the matrix in (10), we find that for the error parameter being larger than 2.3, the system becomes unstable in the mean square sense. In order to get the statistics of the system state variables, one can numerically solve the ODEs in (13b) that govern the evolution of state variables’ first and second moments. An alternative is to run a Monte Carlo simulation 10,000 times and estimate the statistics using the resulting 10,000 sample paths. For $\alpha_4 = 2.4$, the mean and variance of the frequency deviation when using both methods are plotted in Figs. 5(a) and 5(b). The closeness of the results obtained from both methods verifies the accuracy of our stochastic system analysis procedure. The figure also shows that although the mean stays stable, the variance diverges. Thus, the system becomes unstable in the mean square sense. One unstable sample path of the system frequency is depicted in Fig. 5(c).

2) Impact of erroneous generation output measurement: The results of our experiment are consistent with the analysis with the reduced-order model in (22). This type of measurement error does not destabilize the system with either the linear system or the full-order system model in the mean square sense. Following the same Monte Carlo and ODE simulation procedure described above, the mean and variance of the frequency deviation are obtained. The mean converges to zero. Fig. 6(a) depicts the variance when the scaling random error with $\alpha_4 = 0.061$ is injected into the generation output measurement of unit 16. This figure confirms that unlike the impact of random errors in frequency measurements that may destabilize the system, in this case the variance will converge but not zero. One sample path of the frequency deviation is plotted in Fig. 6(b), from which we can observe that although the system converges in the mean square sense, the frequency deviation is still very likely to go beyond the safety region (e.g., smaller than $-0.05$ Hz) due to the large variance.

VII. Concluding Remarks

This paper proposed a method to assess the impact on power system dynamic performance of various errors in the measurements utilized by the AGC system. With this method, not only can we evaluate the impact of deterministic errors but also that of random errors. We can also identify the critical measurement errors that significantly degrade the system performance and cause the system to become unstable.

We have observed that although AGC is robust to constant intensity (white noise) errors, a class of random error with scaling intensity will cause the system to become unstable in the mean square sense (i.e., divergence of the system state for realized sample paths). Also with the reduced-order system model derived, we have observed that scaling (deterministic and random) errors in the frequency measurements can cause the system to become unstable, while errors in the generation output measurements can drive the system to converge to a state that is not satisfactory in terms of performance. The method was applied to a 68-bus New England/New York power system to numerically verify the above statements.
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