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Abstract—In this paper, we consider a variation of the minimum-cost network flow problem (NFP) with additional non-convex cycle constraints on nodal variables; this problem has relevance in the context of optimizing power flows in electric power networks. We propose one approach to tackle the NFP that relies on solving a convex approximation of the problem, obtained by augmenting the cost function with an entropy-like term to relax the non-convex constraints. We show that the approximation error, for which we give an upper bound, can be made small enough for practical use. An alternative approach is to solve the classical NFP, i.e., without the cycle constraints, and solve a separate optimization problem afterwards in order to recover the actual flows satisfying the cycle constraints; the solution of this separate problem maximizes the individual entropies of the cycles. Finally, we validate the practical usefulness of the theoretical results through a numerical example, where the IEEE 39–bus system is used as a test bed.

I. INTRODUCTION

We consider a system comprised of multiple nodes that are interconnected via links (edges). Each node represents either a supplier or a consumer of a certain commodity, and links allow this commodity to flow between nodes; assuming lossless links, the difference of out-flows and in-flows at each node needs to be equal to the amount of commodity injected (positive if the corresponding node is a supplier, and negative otherwise). Both the nodal injections and the flows on each link are constrained to lie within a certain interval. In this setting, a typical objective is to minimize a certain cost function the arguments of which are the link flows and possibly the nodal commodity injections. This problem is commonly referred to as the minimum-cost network flow problem (see, e.g., [1]–[8]). In this paper, in addition to the aforementioned constraints in the classical formulation, we assume that the flow of the commodity along every link is a function of the difference of certain nodal variables associated with the link end nodes. We further assume that this relation between flows and nodal variables imposes equality constraints on the flows along every cycle in the network.

The network flow problem setting considered in this paper is of interest in electric power networks (see, e.g., [6]–[11]). Specifically, the optimal generation dispatch problem can be formulated as a network flow problem with the voltage phase angles identified as the nodal variables governing the power flows along the electrical lines. In this setting, there is a cost associated to the power provided by each generator, and the problem is to assign generator power output set-points so as to satisfy the total load while (i) respecting generation capacity limits, and thermal limits on the electrical lines; and (ii) ensuring that the resulting phase angles are such that the angle differences across the edges of every cycle add up to zero. This problem formulation shares many similarities with the standard optimal power flow problem formulation (see, e.g., [12]) in the sense that both problems are focused on finding the optimal nodal injections that need to balance the net power flow at each node. However, the main difference is that we solve the considered problem in terms of the power flows, while the optimal power flow problem is typically formulated and solved in terms of the nodal variables—voltage magnitudes and phase angles.

In the literature, the classical network flow problem is a convex optimization problem (see, e.g., [1]–[5]). The aforementioned additional cycle constraints on the flows that we consider in our network flow problem formulation are non-convex; we address this non-convexity using two approaches. In the first one, we define an entropy-like function for cycles in the network, and add this function as a penalty term to the cost function; this guarantees a satisfaction of the cycle constraints at the optimal solution. However, this penalty-based approach introduces a certain approximation of the original cost function; we show that this approximation can be made as accurate as possible by decreasing the penalty weight. The idea of relaxing the non-convex constraints using entropy-like penalty functions can also be found in several computer vision applications and combinatorial problems (see, e.g., [13], [14]), as well as in matrix scaling problems [15]. In the second approach, we solve a modified version of the original problem, where we remove the cycle constraints, and in order to obtain the actual flows satisfying the cycle constraints, we solve a separate optimization problem, the solution of which maximizes the value of the individual entropy-like functions associated to each link in a cycle.

II. PRELIMINARIES

In this section, we first introduce a few graph-theoretic notions that are relevant to our work; the reader is referred to [16] for a more in-depth discussion on the topic. Then, we formulate the network flow problem under cycle constraints, and tailor it to electric power system applications.

A. Graph-Theoretic Notions

Let $G = (V, E)$ denote an undirected graph, where $V := \{1, 2, \ldots, n\}$ is the set of nodes, and $E \subseteq V \times V$ is the set of edges, with $(l, j) \in E$ if nodes $l$ and $j$ are connected. Let
\( \gamma_{ij} > 0 \) denote some weight assigned to edge \( \{l, j\} \in \mathcal{E} \), i.e., \( \gamma_{ij} > 0 \) if \( \{l, j\} \in \mathcal{E} \), and zero, otherwise. Let \( \mathcal{N}(i) \) denote the set of neighbors of a node \( i \), i.e., \( \mathcal{N}(i) = \{j \in \mathcal{V} : \{i, j\} \in \mathcal{E}\} \).

Define a one-to-one map, \( \emptyset : \mathcal{E} \to \mathbb{R} \), such that every edge \( \{l, j\} \in \mathcal{E} \) is arbitrarily assigned to exactly one edge \( \{l, j\} \in \mathcal{E} \), i.e., \( l(\{l, j\}) = e \). We also arbitrarily assign an orientation to each edge in \( \mathcal{E} \), and denote by \( (l, j) \) the edge oriented from \( l \) to \( j \), i.e., \( (l, j) \) is incident to \( j \). Let \( \bar{\mathcal{E}} \) denote the set of oriented edges that result from this arbitrarily chosen orientation (note that \( |\bar{\mathcal{E}}| = |\mathcal{E}| = \ell \)); then, based on this orientation, we can define a node-to-edge incidence matrix, \( M \in \mathbb{R}^{n \times \ell} \), as follows. For each \( e = 1(\{i, j\}) \), \( M_{ie} = 1 \) and \( M_{je} = -1 \), if \( (i, j) \in \bar{\mathcal{E}} \), and \( M_{ie} = 0 \) and \( M_{je} = 0 \), if \( \{i, j\} \notin \mathcal{E} \).

Let \( \mathcal{T} \) denote a spanning tree in \( \mathcal{G} \); then, an edge of \( \mathcal{G} \), that does not belong to \( \mathcal{T} \), and the path in \( \mathcal{T} \) between the vertices of this edge form a cycle, referred to as an undirected fundamental cycle [16, Definition 2-8]. Then, since there are \( \ell - n + 1 \) edges which do not belong to \( \mathcal{T} \), there exist \( c = \ell - n + 1 \) fundamental cycles in \( \mathcal{G} \).

Let \( \mathcal{C}_c = (\mathcal{V}_c, \mathcal{E}_c) \), \( i = 1, \ldots, c \), denote an undirected fundamental cycle in \( \mathcal{G} \), formed with respect to \( \mathcal{T} \), where the vertex set \( \mathcal{V}_c = \{i_1, i_2, \ldots, i_{d_c}\} \subseteq \mathcal{V}, d_c = |\mathcal{V}_c| \), and the edge set \( \mathcal{E}_c = \{(i_1, i_2), (i_2, i_3), \ldots, (i_{d_c}, i_1)\} \subseteq \mathcal{E} \). The oriented counterpart of \( \mathcal{C}_c \) is denoted by \( \bar{\mathcal{C}}_c \), with the orientation of the edges being induced by traversing the cycle clockwise, and the directed edge set defined as \( \bar{\mathcal{E}}_c \). Additionally, we can define the entries of the fundamental cycle matrix, denoted by \( N \in \mathbb{R}^{c \times \ell} \), as follows:

\[
N_{ie} = \begin{cases} 
1 & \text{if } (i_k, i_{k+1}) \in \bar{\mathcal{E}}_c, M_{ikc} = 1, \\
-1 & \text{if } (i_k, i_{k+1}) \in \bar{\mathcal{E}}_c, M_{ikc} = -1, \\
0 & \text{otherwise}
\end{cases},
\]

where \( e = \emptyset(\{i_k, i_{k+1}\}) \); then, we have the following result (see, e.g., [16, Theorem 4-6]):

\[
MN^\top = 0. \tag{2}
\]

**B. Network Flows Under Cycle Constraints**

Consider a system composed of multiple nodes that are interconnected via edges, the topology of which is described by an undirected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) containing oriented fundamental cycles, \( \bar{C}_1, \bar{C}_2, \ldots, \bar{C}_c \), formed with respect to a spanning tree, \( \mathcal{T} \), of \( \mathcal{G} \). Let \( u_i \) denote the injection of a commodity into the network via node \( i \in \mathcal{V} \), and let \( f_{ij} \) denote the flow of this commodity along edge \( (l, j) \in \bar{\mathcal{E}} \); the injection \( u_i \) and the flows incident to node \( i \) are related through the flow balance equation given below:

\[
u_i = \sum_{(i,j) \in \bar{\mathcal{E}}} f_{ij} - \sum_{(i,j) \in \bar{\mathcal{E}}} f_{ji}.
\]

The relation between the nodal injections and edge flows can be compactly written as

\[
u = Mf, \tag{3}
\]

where \( u = [u_1, \ldots, u_n]^\top \), \( f = [\{f_{ij}\}_{(l,j) \in \bar{\mathcal{E}}}^\top \). For a given \( \nu \), it follows from (2) that any two solutions of (3), \( f^{(1)} \) and \( f^{(2)} \), can be related as follows:

\[
f^{(1)} = f^{(2)} + N^\top \mu, \tag{4}
\]

where \( \mu \in \mathbb{R}^c \).

In the adopted network flow model, injections and flows are constrained to lie within some upper and lower bounds: \( \nu_i \leq u_i \leq \bar{u}_i, i \in \mathcal{V} \), and \( \sum_{j \in \mathcal{V}} f_{ij} \leq \bar{f}_{ij}, (l, j) \in \bar{\mathcal{E}} \). In addition, we assume that the edge flows depend on certain nodal variables, denoted by \( \theta_i, i \in \mathcal{V} \), via a functional relation of the form

\[
f_{ij} = \gamma_{ij} g(\theta_i - \theta_j),
\]

where \( g(\cdot) : \mathcal{B} \to \mathcal{Y} \) is a continuous and odd function, i.e.,

\[
g(x) = -g(-x),
\]

with 

\[
\mathcal{B} = \{x \in \mathbb{R} : -\phi \leq x \leq \phi\},
\]

\[
\mathcal{Y} = \{y \in \mathbb{R} : -g(\phi) \leq y \leq g(\phi)\},
\]

for some constant \( \phi \in \mathbb{R} \). The relation between the nodal variables and the edge flows can be compactly written as

\[
f = \Gamma g(M^\top \theta), \tag{7}
\]

where \( \Gamma \in \mathbb{R}^{c \times \ell} \) is a diagonal matrix with \( \Gamma_{ee} = \gamma_{ij}, e = \emptyset(\{l, j\}) \), and \( g(M^\top \theta) = [\{g(\theta_i - \theta_j)\}_{(l,j) \in \bar{\mathcal{E}}}^\top \in \mathbb{R}^c \).

In electric power networks, \( u_i \) corresponds to the active power injection at node \( i \in \mathcal{V} \), and assuming losses can be neglected, \( f_{ij} = \gamma_{ij} g(\theta_i - \theta_j) \) is the flow of active power along the electrical line connecting nodes \( l \) and \( j \), where \( g(\theta_i - \theta_j) = \sin(\theta_i - \theta_j) \) is the flow of active power along the electrical line connecting nodes \( l \) and \( j \), with \( \theta_i \) being the phase angle of the voltage phasor at node \( i \), and \( \gamma_{ij} = V_i V_j B_{ij} \), with \( V_i \) being the voltage amplitude, and \( -B_{ij} \) being the susceptance of the electrical line. To enforce the line capacity constraint, the voltage phase angle difference, \( \theta_i - \theta_j \), across each line is limited by \( \phi \leq \frac{\pi}{2} \).

Thus, in the remainder, instead of using a generic \( g(\cdot) \), we utilize \( g(\cdot) = \sin(\cdot) \), because of its relevance in electric power system problems.

**C. Network Flow Problem Formulation**

We are interested in finding the injections and nodal variables that solve the following problem, which we refer to as P0:

\[
P0: \min_{u, \theta \in \mathbb{R}^n} \sum_{i \in \mathcal{V}} F_i(u_i) \tag{8}
\]

subject to \( u = M^\top \sin(M^\top \theta), \tag{9} \)
\[
u \leq u \leq \bar{u}, \tag{10}
\]
\[
\|M^\top \theta\|_{\infty} \leq \phi, \tag{11}
\]

where \( F_i(\cdot) \) is a convex, strictly increasing and continuously differentiable cost function, \( \|M^\top \theta\|_{\infty} = \max_{(i,j) \in \bar{\mathcal{E}}} |\theta_i - \theta_j| \); this problem is hard to solve because of the non-convex constraint in (9).

Instead of directly solving P0 in terms of the injections and nodal variables, we introduce the following problem,
formulated in terms of the injections and flows:

\[
P_1 : \min_{u \in \mathbb{R}^n, f \in \mathbb{R}^l} \sum_{i \in \mathcal{V}} F_i(u_i) \tag{12}
\]

subject to \(u = Mf\), \(u \leq u \leq \bar{u}\), \(f \leq \ell \leq \bar{f}\), \(N \arcsin(\Gamma^{-1}f) = 0\), \(\ell\) and \(\bar{f}\) are appropriate. \(f\) can be rewritten explicitly for each cycle \(C\):

\[
\sum_{(l,j) \in \mathcal{E}_i} (\theta_l - \theta_j) = 0, \quad \forall C_i \in \mathcal{G}. \tag{16}
\]

**Remark 1.** The cycle constraint in (16) can be rewritten explicitly for each cycle \(C_i\) as follows:

\[
\sum_{e = 1}^{\ell} n_e^{(i)} \arcsin \left( \frac{f_{ij}}{\gamma_{ij}} \right) = 0, \tag{17}
\]

where \(n_e^{(i)}\) denotes the \(i\)-th column of \(N^T\), and \(e = 1\{(l, j)\}\). Based on the orientation of \(C_i\), and

\[
-\bar{f}_{ij} = -\gamma_{ij} \sin(\bar{\theta}_i - \bar{\theta}_j) = \gamma_{ij} \sin(\bar{\theta}_i - \bar{\theta}_j) =: f_{ij}, \quad (l, j) \in \mathcal{E}, \tag{18}
\]

an alternative expression for (17) is given by

\[
\sum_{(l,j) \in \mathcal{E}_i} \arcsin \left( \frac{f_{ij}}{\gamma_{ij}} \right) = 0. \tag{19}
\]

In the remainder, we use both (17) and (19) as deemed appropriate.

Let \(Q\) and \(S\) denote the constraint sets of \(P_0\) and \(P_1\), respectively, given below:

\[
Q := \{(u, \theta) : (u, \theta) \text{ satisfies } (9) - (11)\},
\]

and

\[
S := \{(u, f) : (u, f) \text{ satisfies } (13) - (16)\}.
\]

The following result shows that \(P_0\) and \(P_1\) are equivalent.

**Lemma 1.** Let \(U_0\) denote the set of all \(u\)'s for which there exists \(\theta\) such that \((u, \theta) \in Q\), and let \(U_1\) denote the set of all \(u\)'s for which there exists an \(f\) such that \((u, f) \in S\). Then, \(U_0 = U_1\).

**Proof.** First, we show that \(U_0 \subseteq U_1\). Suppose, \((\tilde{u}, \tilde{\theta}) \in Q\). Choose

\[
\tilde{f}_{ij} = \gamma_{ij} \sin(\tilde{\theta}_i - \tilde{\theta}_j);
\]

then, obviously, the constraints in (13) - (15) are satisfied. Also, along each \(C_i\), we have that

\[
\sum_{(l,j) \in \mathcal{E}_i} \arcsin \left( \frac{\tilde{f}_{ij}}{\gamma_{ij}} \right) = \sum_{(l,j) \in \mathcal{E}_i} (\tilde{\theta}_l - \tilde{\theta}_j) = 0; \tag{20}
\]

therefore, \((\tilde{u}, \tilde{f}) \in S\).

Now, we show that \(U_1 \subseteq U_0\). Suppose, \((\tilde{u}, \tilde{f}) \in S\). We show how to construct \(\theta\) from \(\tilde{f}\). Assign any value to \(\tilde{\theta}_1\), and compute, for each neighbor of node 1, \(\bar{\theta}_j = \tilde{\theta}_1 - \arcsin(\tilde{f}_{ij}/\gamma_{ij}), \forall j \in N(1)\). Then, we perform the same computations for the neighbors of each \(j \in N(1)\), and continue this process. For cyclic networks, this computation continues until \(\bar{\theta}_1\) is computed from two different nodes \(i\) and \(k\) simultaneously. In order to successfully construct \(\bar{\theta}\), it is enough to show that \(\bar{\theta}_i\) as computed by node \(i\), which is equal to \(\tilde{\theta}_i - \arcsin(\tilde{f}_{il}/\gamma_{il})\), matches \(\bar{\theta}_1\) as computed by node \(k\), which is equal to \(\tilde{\theta}_k - \arcsin(\tilde{f}_{kl}/\gamma_{kl})\). Indeed, let \(C_i\) denote the cycle containing \(l, i\) and \(k\), and suppose that traversing the path in the clockwise direction from \(i\) to \(k\) along \(C_i\) does not go through node \(l\), then, we have that

\[
\bar{\theta}_i - \bar{\theta}_k = \sum_{(l,j) \in \mathcal{E}_i} \arcsin \left( \frac{\tilde{f}_{ij}}{\gamma_{ij}} \right), \tag{21}
\]

where \(\mathcal{E}_i = \mathcal{E} \setminus \{(k, l) \cup (l, i)\}\), and, therefore,

\[
\bar{\theta}_i - \arcsin \left( \frac{\tilde{f}_{il}}{\gamma_{il}} \right) - \bar{\theta}_k + \arcsin \left( \frac{\tilde{f}_{kl}}{\gamma_{kl}} \right)
= \sum_{(l,j) \in \mathcal{E}_i} \arcsin \left( \frac{\tilde{f}_{ij}}{\gamma_{ij}} \right) - \arcsin \left( \frac{\tilde{f}_{il}}{\gamma_{il}} \right) + \arcsin \left( \frac{\tilde{f}_{kl}}{\gamma_{kl}} \right)
= 0, \tag{22}
\]

where in the last equality we used the fact that \(\tilde{f}\) satisfies the cycle constraint in (16). Therefore, \(\bar{\theta}_1\) as computed by node \(i\) matches \(\bar{\theta}_1\) as computed by node \(k\). Then, obviously, the constraints in (9) - (11) are satisfied; therefore, \(U_0 = U_1\). □

### III. Entropy-Like Penalty Functions for Solving the NFP Under Cycle Constraints

In this section, we formulate a convex approximation of the original problem \(P_1\). Although the solution of this new convex problem is an approximate solution of the original problem, reducing the penalty weight yields a better approximation.

First, we note that the set \(\bigcup_{i=1}^c \mathcal{E}_i\) includes every edge that belongs to a cycle. Let \(\tilde{\mathcal{E}}\) denote the set of all edges from \(\bigcup_{i=1}^c \mathcal{E}_i\) directed with an orientation consistent with that of the incidence matrix \(M\), i.e. \((i, j) \in \tilde{\mathcal{E}}\) only if \((i, j) \in \mathcal{E}\). Then, we introduce the following entropy-like function,\(^1\) denoted

\[H(f)\]
more precise, to deal with the non-convexity in $P$ and instead maximize the entropy-like function $\tilde{h}(y)$ to increase drastically when the flows are outside of the cycle and box constraints in (15) – (16) for flows along the component for edge $ij$ along cycles, and $\rho > 0$ is the penalty weight. In (28), we have the constraints on the flows along the edges, which do not belong to any cycle. The result in the next lemma establishes that $P_2$ is convex.

Lemma 2. $H(\cdot)$ defined in (23) is concave.

Proof. To show that $H(f)$ is concave, it is enough to show that $H_{ij}(f_{ij})$ is concave, which is true since

$$\frac{\partial H_{ij}(f_{ij})}{\partial f_{ij}} = -\tilde{h} \left( \frac{f_{ij}}{\gamma_{ij}} \right)$$

is non-increasing in $f_{ij}$.

Now, we state one of the main results of this work, for which we do not provide a proof due to space limitations.

Proposition 1. Let $(u^{(1)*}, f^{(1)*})$ and $(u^{(2)*}, f^{(2)*})$ denote the solutions of $P_1$ and $P_2$, respectively. If

$$\kappa = \frac{3}{\rho \epsilon^3} \left( \sum_{i \in V} F_i(\pi_i) - \rho H(\bar{\mathcal{F}} - c\gamma) \right),$$

then, the minimum of $P_2$, $(u^{(2)*}, f^{(2)*})$, satisfies the cycle constraints in (16) if

$$\bar{f}_{ij} + \epsilon \gamma_{ij} \leq f^{(2)*}_{ij} \leq \bar{f}_{ij} - \epsilon \gamma_{ij}, \, \forall (i, j) \in \mathcal{E},$$

and the box constraints for flows in (15) if

$$f^{(1)*}_{ij} + \epsilon \gamma_{ij} \leq f^{(1)*}_{ij} \leq f^{(1)*}_{ij} - \epsilon \gamma_{ij}, \, \forall (i, j) \in \mathcal{E}.$$

Proposition 1 establishes that the solution of $P_2$ is a feasible point of the non-convex constraint set of $P_1$, if $f^{(2)*}$ strictly satisfies the box constraints along each cycle. This solution can be made as close to the solution of $P_1$ as possible by making the penalty weight $\rho$ sufficiently small, as shown in the next lemma.

Lemma 3. Let $(u^{(1)*}, f^{(1)*})$ and $(u^{(2)*}, f^{(2)*})$ denote the solutions of $P_1$ and $P_2$, respectively. If $f + \epsilon \gamma \leq f^{(1)*} \leq \bar{f} - \epsilon \gamma$, then,

$$\sum_{i \in V} F_i(u^{(2)*}_i) - \sum_{i \in V} F_i(u^{(1)*}_i) \leq \rho(H(f^{(2)*}) - H(\bar{f} - \epsilon \gamma)).$$

Proof. Since $(u^{(2)*}, f^{(2)*})$ minimizes $P_2$, we have that

$$\sum_{i \in V} F_i(u^{(2)*}_i) - \rho H(f^{(2)*}) \leq \sum_{i \in V} F_i(u^{(1)*}_i) - \rho H(f^{(1)*}).$$

Since $H(\bar{f} - \epsilon \gamma) = H(f + \epsilon \gamma) + f + \epsilon \gamma \leq f^{(1)*} \leq \bar{f} - \epsilon \gamma$, $H(f^{(1)*}) \geq H(\bar{f} - \epsilon \gamma)$ and (31) follows from (32) after rearranging the terms.

In the remainder, we relax the non-convex cycle constraints and box constraints on the flows along the cycles, and instead maximize the entropy-like function $H(f)$. To be more precise, to deal with the non-convexity in $P_1$, we add $H(f)$ as a penalty term to the cost function to replace the cycle and box constraints in (15) – (16) for flows along the cycles; this results in the following optimization problem:

\[
P_2 : \min_{u \in \mathbb{R}^v, f \in \mathbb{R}^e} \sum_{i \in V} F_i(u_i) - \rho H(f)
\]

subject to $u = Mf$, \hspace{1cm} $u \leq u \leq \pi$, \hspace{1cm} $\int_{a_j}^{a_{ij}} f_{ij} \leq \bar{f}_{ij}, \, (i, j) \in \mathcal{E} \setminus \mathcal{E}$, \hspace{1cm} where $\rho > 0$ is the penalty weight.
IV. Entropy Maximization for Finding Feasible Flows for Cyclic Networks

In this section, due to the space limitation, we only consider networks with edge-disjoint cycles, i.e., any two cycles in the network do not have edges in common. Some recent work (see, e.g., [6]–[8]) has been done to compute the optimal injections and flows without satisfying the cycle constraints for nodal variables. Here, we assume that there is an optimal \((u^{(3)}_*, f^{(3)}_*)\) that has already been computed by solving a modified version of P1 formed by dropping the cycle constraints. We propose a method that obtains the actual flows, denoted by \(f^*\), corresponding to \(u^{(3)}_*\), which satisfy the cycle constraints in P1, assuming that there exist such flows.

More formally, let \((u^{(3)}_*, f^{(3)}_*)\) denote an optimal solution to a modified version of P1, where the cycle constraints have been removed, referred to as P3 given below:

\[
P_3: \min_{u \in \mathbb{R}^r, f \in \mathbb{R}^r} \sum_{i \in \mathbb{V}} F_i(u_i) \quad (33)
\]

subject to

\[
u = Mf, \quad (34)
\]

\[
u \leq u \leq \bar{u}, \quad (35)
\]

\[
f \leq f \leq \bar{f}. \quad (36)
\]

It is easy to see from (4) that \(f^* = f^{(3)}_* + N^\top \mu^*\) for some \(\mu^* \in \mathbb{R}^r\), where \(\mu^*_i\) corresponds to cycle \(C_i\). We also note that since \((u^{(3)}_*, f^{(3)}_*)\) is a minimum of P3, \((u^{(3)}_*, f^*)\) is a minimum of P1. In the following, we show how to construct \(f^*\) from \(f^{(3)}_*\) by computing \(\mu^*\). The problem of obtaining \(\mu^*\) will be set up as an entropy maximization problem.

We introduce the following entropy-like function, denoted by \(H_i(\cdot)\), for cycle \(C_i\):

\[
H_i(\mu_i) = -\sum_{(l,j) \in E_i} \mu_i \int_0^{\arcsin \left( \frac{f^{(3)}_{lj} + x}{\gamma_{lj}} \right)} dx, \quad (37)
\]

with the domain

\[
D_i = \{ x \in \mathbb{R} : f^{(3)}_{lj} \leq f^{(3)}_{lj} + x \leq \bar{f}_{lj}, \forall (l,j) \in E_i \}.
\]

In the next lemma, we show that \(H_i(\mu_i)\) is strictly concave.

**Lemma 4.** Consider the entropy-like function \(H_i(\mu_i)\) defined in (37) for cycle \(C_i\). Then, \(H_i(\cdot)\) is strictly concave.

**Proof.** Since

\[
\nabla H_i(\mu_i) = \frac{\partial H_i(\mu_i)}{\partial \mu_i} = -\sum_{(l,j) \in E_i} \arcsin \left( \frac{f^{(3)}_{lj} + \mu_i}{\gamma_{lj}} \right)
\]

is strictly decreasing in \(\mu_i \in D_i\), \(H_i(\cdot)\) is strictly concave. \(\Box\)

For a given \((u^{(3)}_*, f^{(3)}_*)\) that solves P3, the next proposition shows that in order to obtain \(\mu^*\) so that \((u^{(3)}_*, f^{(3)}_* + N^\top \mu^*)\) solves P1, we need to maximize the entropy for every cycle.

**Proposition 2.** Consider the entropy-like function \(H_i(\mu_i)\) defined in (37) for cycle \(C_i\). Then, \((u^{(3)}_*, f^{(3)}_* + N^\top \mu^*)\)

is a solution of P1 if

\[
\mu^*_i = \text{argmax}_{\mu_i \in D_i} H_i(\mu_i), \quad i = 1, \ldots, c,
\]

and \(\mu^* \in \text{int}(D)\), where \(D\) is the Cartesian product of the sets \(D_1, \ldots, D_c\), and \(\text{int}(D)\) denotes the interior of \(D\).

**Proof.** Note that \(\nabla H_i(\mu_i) = 0\) is the cycle constraint for \(C_i\), which is satisfied at \(\mu_i = \mu^*_i\), i.e.,

\[
\nabla H_i(\mu^*_i) = 0, \quad i = 1, \ldots, c, \quad (38)
\]

if and only if \((u^{(3)}_*, f^{(3)}_* + N^\top \mu^*)\) is a solution of P1. Since, by Lemma 4, \(H_i(\cdot)\) is concave, the first-order concavity condition in (38) is satisfied if \(\mu^* \in \text{int}(D)\) and \(H_i(\mu_i)\) achieves a maximum at \(\mu^*_i\). \(\Box\)

V. Simulations

In this section, we validate the usefulness of our theoretical results via simulations using the IEEE 39-bus test system, the topology of which is shown in Fig. 2, with all model parameters taken from [19].

**A. Entropy Penalty-Based Approach**

We first apply the entropy penalty-based approach from Section III and solve P2 for different values of \(\rho\) using the standard MATLAB solver \texttt{fmincon}; these values are compared with the global solution of P1, computed by solving P3 using the standard MATLAB solver \texttt{quadprog} and by applying the entropy maximization approach in Section IV to find the actual flows, which satisfy the cycle constraints, using \texttt{fmincon}.

Table I gives the values of the cost function \(F(u) := \sum_{i \in \mathbb{V}} F_i(u_i)\), the parameters of which were taken from [19],

![IEEE 39-bus test system][20].

**Fig. 2: IEEE 39-bus test system [20].**
for different values of $\rho$ after 150 iterations. As expected from Lemma 3, sufficiently small $\rho$ yields a solution close to the global one. Also, to show that by solving P2 we satisfy the cycle constraints,
\[
\sum_{(l,j) \in E_i} \arcsin \left( \frac{f_{lj}}{g_{lj}} \right) = 0
\]
for all cycles, in Table I we provide
\[
\epsilon := \max_{1 \leq k \leq \rho} \left| \sum_{(l,j) \in E_i} \arcsin \left( \frac{f_{lj}}{g_{lj}} \right) \right|
\]
for different values of $\rho$. Simulation results confirm the results in Proposition 1, that is, $\epsilon[k] \to 0$, as $(u, f)$ converges to the optimal solution.

**B. Finding Feasible Flows**

Next, we applied the entropy maximization approach from Section IV to compute the actual flows for the solution of P3 to satisfy the cycle constraints. In Table II, we present the values of the cost $F(u)$ corresponding to the solution of P3 obtained using quadprog, after about 10 iterations, and the cycle constraint violation levels, denoted by $\epsilon_i$ and defined as
\[
\epsilon_i := \sum_{(l,j) \in E_i} \arcsin \left( \frac{f_{lj}}{g_{lj}} \right)
\]
for all seven cycles using fmincon, after about 30 iterations. The results in Table II demonstrate that the cycle constraint violation levels go to zero. We note that P3 can be solved faster than P2, because P3 is a quadratic program; this means that solving P3 can be preferable for large-scale problems.

**VI. CONCLUDING REMARKS**

In this paper, we proposed two approaches to solve the network flow problem under non-convex equality constraints on nodal variables along cycles. In the first one, we introduced an entropy-like penalty-based method to obtain a convex approximation of the original non-convex problem; reducing the penalty weight yields a better approximation of the global solution of the original problem. In the second one, we solve the modified version of the original problem, where we drop the cycle constraints, and in order to recover the actual flows satisfying the cycle constraints, we solve a separate optimization problem, the solution of which maximizes the individual entropies of the cycles.
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