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Abstract—This paper describes the development and testing
of a scheduler for coordinating pertinent control tasks in a
microgrid. Our proposed microgrid control scheduler is based on
a centralized framework. We provide an analytical description
of the microgrid control tasks that it coordinates, and describe
the operations of the scheduler. Finally, we present numerical
results that demonstrate how the proposed scheduler coordinates
three microgrid control tasks, namely: seamless connection of
an energy resource to the microgrid, coordination of energy
resources to provide frequency regulation services to the bulk
grid, and intentional islanding of the microgrid.

I. INTRODUCTION

With increasing deployment of distributed energy resources
(DERs) in power distribution systems, microgrids have been
posed as an effective way to manage and control such assets
[1]. Microgrids have also been shown to be a promising
approach for providing services to the external grid it is
connected to [2]. However, to operate a microgrid reliably
and effectively, in the presence of variable/intermittent demand
and generation, multiple control tasks must be continuously
performed. Such control tasks include frequency and volt-
age control, economic dispatch, ancillary services provision,
seamless islanding/reconnection of the microgrid from/to the
external grid, as well as seamless connection/disconnection of
assets to/from the microgrid.

The main contribution of this paper is the development and
testing of a mechanism for scheduling the execution of diverse
(and possibly conflicting) control algorithms that are individ-
ually designed to perform pertinent microgrid control tasks.
Such algorithms, which we developed and verified in earlier
works, include schemes for: frequency control [3], voltage
control [4], provision of regulation services [5], optimal asset
dispatch [6], and synchronization of microgrid interconnection
points [7]. Controller hardware-in-the-loop (C-HIL) testing is
used to verify the effectiveness of our proposed scheduler in
coordinating the execution of control tasks in the Banshee
distribution network [8]—a standard microgrid test system
designed for evaluation of microgrid control schemes. Our
testbed setup comprises a National Instruments (NI) compact
rio (cRIO) device on which we implement the different control
schemes, as well as the scheduler logic. A real-time emulation
of the Banshee system is developed on several Typhoon HIL
hardware devices, and the cRIO is connected to assets in the
network via ethernet.

Over the years, several authors have addressed the problem
of managing microgrid control tasks. In [9] and [10], an energy
management platform for DC/AC microgrids is proposed. The
focus is on a particular control objective such as cost or
loss minimization, efficient asset (energy storage) operations,
and improved market strategies for revenue generation. In
[11], an energy management system for islanded microgrids is
presented that integrates different control functions. Authors
in [12] and [13] approach the problem from a supervisory
control theory standpoint. While these papers give a strong
theoretical background towards developing supervisory con-
trollers or schedulers, the work does not discuss the practicality
of real-time implementations. Several authors have proposed
machine learning based schemes that manage the execution of
numerous control schemes, but the efforts are still nascent, and
it is difficult to comment on the feasibility of such approaches
at this stage [14], [15].

The remainder of this paper is organized as follows. In
Section II, we provide an overview of well-known microgrid
control functions utilized during grid-connected and grid-
islanded modes of operations. In Section III, We provide
the conceptual development of the scheduler and integrate
the various different control functions to build the scheduler
framework. Concluding remarks are presented in Section V.

II. MICROGRID CONTROL TASKS

This section describes the following microgrid control tasks:
frequency control, voltage control, provision of regulation
services, optimal asset dispatch, and interconnection synchro-
nization. We start out with a description of the microgrid
model adopted in this work, and then provide an overview
of several control schemes that are designed to execute the
aforementioned tasks. We discuss the nature of their input
signals, triggering conditions, and output signals.

A. Microgrid Network Description

Consider a balanced three-phase AC microgrid whose gen-
eration units are interfaced through droop-controlled grid-
forming inverters [16]–[18].1 Suppose all loads are constant
power type and all lines are short transmission lines.

For an (n + 1)-bus microgrid, let Gp = (Vp, Ep) be
an undirected simple graph representing the interconnections

1The setting can be easily extended to synchronous generators, grid
following inverters and other grid-forming inverter technologies



between buses. The vertex or bus set, Vp, is defined to be
Vp := {0, 1, ..., n} = {0} ∪ V(g)

p ∪ V(`)
p , and V(g)

p ∩ V(`)
p = ∅,

where bus 0 is assigned to the point of common coupling
(PCC) bus, and V(g)

p and V(`)
p denote generator and load

bus sets, respectively. Each bus has only a generator or load
connected to it, but not both, and without loss of generality,
we partition the bus set such that V(g)

p := {1, 2, ...,m} and
V(`)
p := {m + 1,m + 2, ..., n}. The edge or branch set, Ep,

is defined to be Ep ⊆ {i, j} : i 6= j, i, j ∈ Vp}, where the
edge {i, j} ∈ Ep if buses i and j, i 6= j, are connected
electrically. We denote the set of buses to which each bus i is
connected by Np(i) := {j ∈ Vp : {i, j} ∈ Ep}, and denote the
number of such buses by δp(i) = |Np(i)|. Let vi(t) and θi(t)
respectively denote the magnitude and the phase of the voltage
phasor associated with bus i at time t, measured relative to a
reference frame that rotates at some nominal frequency. Time
is discretized into fixed-time intervals, referred to as rounds,
and indexed by r = 0, 1, 2..., and variables of interest, e.g.,
voltages and phase angles are indexed accordingly, e.g., vi[r]
and θi[r] respectively denote the magnitude and phase angle
of the voltage phasor at round r.

B. Secondary Frequency Control

In [3], [19], we developed and validated a secondary fre-
quency control scheme that regulates a weighted average of
the measured frequency at several buses of the microgrid to
a nominal value, e.g., 60 Hz. The processor that implements
this control takes as input all bus power injections and uses
them to compute the so-called average frequency error, ∆ω[r],
defined as follows

∆ω[r] =

∑
i∈Vp u

p
i [r]∑

i∈Vp Di
, (1)

where Di denotes the droop coefficient for each inverter-
interfaced DER or load, and upi [r] is the active power setpoint
at round r (see [3] for details). Then the DER setpoints are
updated according to:

ei[r + 1] = ei[r] + κi∆ω[r], (2)
upi [r] = up∗i + αiei[r], (3)

where ei[0] = 0, and αi and κi are appropriately chosen gains.

C. Voltage Control

In [4], we proposed a secondary voltage control strategy
that restores bus voltages to the desired range of operation.
The processor that implements this control task takes as
inputs voltage measurements for each bus and uses them to
compute new reactive power setpoints for each DER in the
microgrid. The setpoints are determined based on incremental
(or decremental) DER capacity limits, and the control action is
triggerred whenever a voltage magnitude violation is detected.
The voltage control is implemented in two stages.

During the first stage, the reactive power setpoint at bus
i ∈ V(g)

p , denoted by qi[r], is adjusted according to:

qi[r + 1] = qi[r] + ρ[r], (4)

with, ρi[r] =


α
sii

(vi − vi[r]), vi[r] < vi,

0, vi < vi[r] < vi,
α
sii

(vi − vi[r]), vi < vi[r],

(5)

where vi and vi respectively denote upper and lower limits on
the voltage magnitude at bus i, α is a constant gain and sii
refers to a sensitivity factor that relates incremental changes
in the voltage magnitude at bus i with incremental changes in
the reactive power injection at bus i (see [4] for details).

The second stage is meant to deal with the case when there
is a voltage violation at load buses or when any controllable
DER fails to provide local reactive power support due to
a lack of capacity. In this stage, all the controllable DERs
participate together to provide the needed reactive power in
the network in order to remove voltage violations. During the
second stage, the reactive power setpoint at bus i ∈ V(g)

p is
adjusted according to:

qi[r + 1] =


q
i
, q̂i[r + 1] + ηi < q

i
,

qi, q̂i[r + 1] + ηi > qi,

q̂i[r + 1] + ηi, otherwise,
(6)

where q̂i[r+ 1] denotes an estimate of the reactive power that
is required to be injected at any bus i ∈ V(g)

p ; details on the
computation of ηi, i ∈ V(g)

p are provided in [4].

D. Interchange Regulation

In [5], we implemented, and demonstrated on a C-HIL
testbed, a control scheme that enables DERs within a grid-
connected microgrid collectively provide frequency regulation
services to the bulk grid. In this context, the Independent
System Operator (ISO) sends a regulation signal, referred to
as RegD in the case of PJM [5], that includes information on
the desired active power interchange between the microgrid
and the rest of the system, at their interconnection point(s).
The processor that implements this control function takes as
inputs the desired active power interchange, denoted by δp[r],
the measured active power interchange, up0[r], and the active
power injection of each controllable DER, upi [r], i ∈ Vgp . Let
∆up0[r] = δp[r] − up0[r] represent the mismatch between the
desired and measured active power interchange in round r.
Then, the controller updates the set-point for each DER at bus
i ∈ V(g)

p according to:

upi [r + 1] = upi [r] + γi∆u
p
0[r], (7)

where γi represents the participation factor for the DER at
bus i ∈ V(g)

p . This control function is triggered whenever the
microgrid is operating in grid-connected mode and there is an
external command received by the controller requesting the
microgrid to provide frequency regulation. We point out that
the above control scheme is not just limited to provision of
regulation services. In general, it can be adapted to track a
desired active and reactive power interchange at the intercon-
nection point(s) of the microgrid and the external grid.



E. Economic Dispatch

In [6], we studied the problem of optimally dispatching a
collection of DERs. The problem formulation assumes that
the cost associated to each DER is quadratic, and the optimal
DER dispatch problem is formulated as follows:

minimize
∑
i∈V(g)

p

(upi [r]− αi)2

2βi

subject to
∑
i∈V(g)

p

upi [r] = Dp[r]

0 < upi ≤ u
p
i [r] ≤ u

p
i ,∀i ∈ V

(g)
p , (8)

where αi ≤ 0, βi > 0 and Dp[r] is the net demand of the
system in round r. The processor that implements this control
task takes as input the net demand of the microgrid. The
optimal dispatch problem in (8) is convex and has a separable
structure (see [20]); the processor can easily find the solution
by solving its Lagrange dual (see [6]) for details).

F. Interconnection Synchronization

In [7], we proposed an approach for synchronizing in-
terconnection points of generation assets. The scheme is
robust to measurement errors and load disturbances occurring
during the synchronization procedure and can be leveraged
to synchronize the interconnection point of a microgrid to
that of another electrical power network. The synchronization
scheme relies on casting the problem as an observer design
problem. The idea is that by adjusting setpoints of generators
in the microgrid in a specific manner, the microgrid will act
as a reduced-order observer for a dynamical system whose
behavior emulates the dynamics of specific bus voltage angles
and frequencies that need to be (approximately) matched for
successful synchronization.

III. SCHEDULER DEVELOPMENT

In this section, we describe a systematic approach towards
building a scheduler that manages the integration and execu-
tion of microgrid control schemes presented in Section II.

A. Microgrid States Description

A microgrid typically operates in grid-connected mode or
in islanded mode. In each mode, multiple control functions
need to be executed to ensure effective operations. In that
respect, the role of the scheduler is to continuously monitor
the microgrid, identify its operating mode, and appropriately
execute one or more of the above control schemes so as to
ensure that operational objectives are satisfied. We refer to the
system that continuously monitors the microgrid as the agent.
In the grid-connected mode, relevant control tasks include in-
terchange regulation, voltage control, and economic dispatch.
In the islanded mode, the microgrid has no connection to
the external grid, and relevant control tasks include frequency
control, voltage control, and economic dispatch. In addition,
in both modes, interconnection synchronization is considered
as a relevant control task for interconnecting an asset, or
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Fig. 1: Scheduler flowchart.

other microgrids, to the microgrid. Figure 1 describes the
operations of the scheduler encompassing all relevant control
tasks. The scheduler uses microgrid data to identify violations
and schedule pertinent control schemes to correct them. The
max-min consensus algorithm is used to check for convergence
of the control schemes. If the convergence criteria is satisfied,
then setpoints of all microgrid assets are updated accordingly.
Then the process is repeated as long as the agent is online.

B. Scheduler Operations

The scheduler takes the following commands as inputs:
(i) desired power interchange at the point of common coupling
(PCC), i.e., the interconnection point of the microgrid and
the external grid, (ii) grid connection/disconnection command,
(iii) DER connection/disconnection command, and (iv) inter-
connection relay status. Additional inputs include bus mea-
surements of active and reactive power injections, voltage
magnitude, and frequency. Based on this information, the
scheduler chooses the appropriate control task and feeds the
relevant input to the individual control schemes. For example,
when the interconnection relay status is ON, it means that
the microgrid is in the grid-connected mode. If in addition,
the ancillary service command is received, then the sched-
uler deploys the interchange regulation and voltage control
algorithms. During this scenario, the scheduler activates the
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Fig. 2: Banshee distribution network emulation on Typhoon HIL 603.

economic dispatch scheme whenever the bus active power
injections change by 20%, relative to the previous execution
of the economic dispatch scheme. The flowchart in Fig. 1
describes operations of the control task scheduler.

IV. C-HIL TESTING RESULTS

In this section, we provide the scheduler testing results for
three key operational objectives: synchronization of intercon-
nection points between a disconnected asset and the microgrid,
active power interchange regulation, and intentional islanding.
A real-time emulation of the Banshee distribution network is
used to verify the operations of our proposed scheduler. As
depicted in Fig. 2, the Banshee system, the model of which is
described in detail in [21], is emulated on four interconnected
Typhoon HIL 603 devices. The distribution network comprises
four DERs: two microturbines, and two DERs, one based on a
grid-forming inverter, and the other based on a grid-following
inverter. We point out that while the implementation of the
Banshee system on our Typhoon HIL devices follows the same
network configuration and resource mix as described in [21],
we have implemented high-order models of each individual
DER; details of the high-order modes are provided in [22].

A. Interconnection Synchronization

Here, we provide results for the synchronization of two
microturbines, labeled as MT1 and MT2, to the Banshee
system. Figure 3 contains two 0.03 second snapshots of the
phase A voltage waveforms for the internal voltage in MT1,
deployed in feeder 1, and for the bus to which it is connected
during the synchronization process. As the microturbine’s
phase voltage, frequency and phase matches that of the bus it
is interconnected to, the breaker is closed; thus, completing the
synchronization of the microturbine to the network. Similarly
MT2 is synchronized to feeder 3. After the synchronization
process is complete, the scheduler provides an active power
setpoint of 250 kW and 350 kW to MT1 and MT2 respectively.
The scheduler carries out the synchronization objective in
the first 65 seconds of the test. The PCC, MT1 and MT2
power injections are plotted in Fig. 4. In the entirety of the
synchronization objective, the scheduler coordinates the inter-
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Fig. 3: Microturbine synchronization.

connection synchronization and the voltage control schemes.

B. Interchange Regulation

At the 65 second mark, the scheduler receives a desired
active power interchange every 10 seconds. As part of this
objective, we show how the DERs increase their generation to
reduce the net injection by the external grid into the Banshee
system by 2 MW in the next 100 s; thus, providing frequency
regulation service to the external grid. The active power injec-
tion into the Banshee system at the 65 second mark is 3200 kW
and in decrements of 200 kW, the active power injection at
PCC bus drops down to 1200 kW. As shown in Fig. 4, the
scheduler responds to the frequency regulation command and
executes the provision of frequency regulation control function
to increase the generation within the microgrid in order to meet
the regulation requirements. In the entirety of the provision of
frequency regulation, the scheduler coordinates the frequency
regulation control function and voltage control function.

C. Intentional Islanding

At 185 second mark, the scheduler receives the command
to intentionally island feeder 1 and 3 of the Banshee sys-
tem. As shown in Fig. 4, few seconds later, the scheduler
responds to the intentional islanding command by regulating
the power interchange at the PCC to zero (blue). Specifically,
microturbine MT1 starts increasing its generation to take up
the load of feeder 1, and microturbine MT2 starts increasing
its generation to take up the load of feeder 3 as seen in
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Fig. 4: PCC, microturbine (MT) 1 and 2 injections.

Fig. 4. Once the power interchange at the PCC nears zero (at
210 second mark), the scheduler sends the command to open
the interconnection relay, and feeders 1 and 3 are disconnected
from the external grid, as shown in Fig. 4. After the feeders
have successfully islanded, the scheduler initiates execution
of the control tasks associated with the islanded mode. In the
entirety of the intentional islanding objective, the interchange
regulation control scheme is scheduled, with the desired active
and reactive power interchange set to zero. The voltage and
frequency control schemes are subsequently scheduled.

V. CONCLUDING REMARKS

In this paper, we present the development and testing of a
control task scheduler that manages the execution of various
microgrid control schemes. We made use of the Banshee distri-
bution network to verify and validate the scheduler under three
different operational objectives i.e., new asset synchronization,
active power interchange regulation, and intentional islanding.

There is scope for improvements in terms of the developed
scheduler. In particular, we need to increase the capabilities of
the scheduler in order for it to handle contingency scenarios
such as unintentional islanding. The above work could mo-
tivate and serve as a test setup to help uncover and analyze
the conflicts that can occur when multiple control schemes
are not properly coordinated. Future work should explore
decentralized implementations of the control task scheduler.
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